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1. Abstract
This research aims at investigating the long and short run equilibrium relationships between prices in Palestine, money supply and prices in Israel by applying time series analysis that includes cointegration for single equation, Johanson procedure for multivariate cointegration system, and Granger causality analysis. The data will cover the periods 1970 to 2007. To capture the short run relationships we will use VEC, ECM, and VAR analysis testing for weak exogeneity, cointegration and forecasting. Finally, the result of the Granger causality test results show that the prices in WB Granger cause for the prices in GS while this is not true in the opposite direction. This indicates that the change in the prices in WB precedes the change in the GS, and that the last information on the prices in the WB provides important information to forecast future value of the prices in GS, regardless of the value of the last one of the prices in GS. Also, The Johansen test results suggest that a long run relationship between prices in Palestinian territories and Israel does exist. The money supply (MS2I) in Israel is weakly exogenous in the VEC model and this indicates that it has an ability to adjust in the long run to eliminate any deviation from equilibrium. 
2. Introduction 
Low and stable inflation rate is the main goal for every Central Bank. Economic agents monitor the prices in their economy in order to take decisions that allow the use of limited resources in an efficient way. Any government should be conscious of the bad effect of inflation and should try to maintain it at a target level by applying conservative and sustainable fiscal and monetary policies. Achieving price stability - low and steady inflation - permits the formulation of monetary policy that plays a role in the economic growth of the nation. Central Banks should have a good model to forecast inflation. One of the main objectives in this paper is to construct a model that forecast the inflation in an efficient way. 

The Palestinian economy suffers from an ongoing increasing inflation process that is due to supply and demand factors, and to fluctuations in the exchange rate of NIS and other currencies. Moreover the Palestinian economy does not have its own currency or the use of a single currency adding to foreign exchange risk.
The Palestinian territories have three currencies in circulation
. The NIS is used as transaction currency since the 1967 occupation. The JD and the US $ are used as storage of value. Palestinian prices that are used to construct a Consumer Price Index (CPI)
 are estimated in NIS and this index is used to calculate inflation. Thus NIS is a common dominator in both economies (Palestinian Authority & Israel) for estimation of the CPI. This gives evidence that these economies have close relationship, particularly between prices.

The Palestinian territories are considered dependent in trade and employment and other important aspects on the Israeli economy. Considering all this and the relative size of Israel, it is possible to predict how the Palestinian prices follow their counterparts in Israel. Since the seventies, there has been an open border policy between the WB, GS and Israel; but the first and second Intifada resulted in restricted movement of labor and trade. This would suggest a divergence in price series behavior.
This paper is concerned with the nature of the relationship among the prices and inflation in Palestinian territories and Israel. Although the data spans 1970 – 2007 on monthly basis, we focus on the period Sep. 1995 to June 2007 (I.e, since the establishment of the PNA). The data were obtained from different sources; WB & GS CPI were taken from PCBS, while Israeli CPI was obtained from the Central Bank of Israel. Finally, the money supply of Israel (M1& M2)
 is taken from different issues of the International Monetary Fund (IMF). 

This paper is constructed to get a suitable method for forecasting inflation and to know how strong is the relationship between the prices in the three regions. Also, using this method it would be possible to understand the impact of  Israeli inflation on the Palestinian economy. Since there are only a few studies that deal with this important subject, this paper will determine the nature of relationship between the Palestine Authority and Israel. The Vector Autoregression (VAR) model is used in the analysis of the prices of the three regions

The rest of the paper is organized as follows. Section three gives a literature review. Section four presents some descriptive statistics on the prices and inflation in the three regions {WB, GS, Israel }. Section five is a short description of the model used in this paper. The empirical results are presented in section six. 
3. Literature reviews 

PCBS has begun issuing CPI for ten main groups and three regions since 1996. The three regions are Rest of WB, GS and (EJ). The literature on Palestinian price behavior is rare, except for the study by Daoud (1999), in which Palestinian and Israeli prices are related using  the cointegration technique for single equation. The study assumes that there is a long run relationship between the two prices series and that Palestinian prices adjust to deviations from this long run relationship (known in the jargon as weak exogeneity in Israeli prices), which limits the validity of results. The exogeneity of Israeli prices and money supply must be tested not assumed. The study found that the change in price in Palestine are influenced by change in prices in Israel
Aron, et al (2002) tries to find suitable forecasting model for inflation and also models for the monetary transmission mechanism. The model explains how the output gap and the exchange rate have an important role in forecasting inflation, and the influences of the current account surplus on GDP ratio. This model is also sensitive to interest rate change where an increase in the interest rate may result in an increase in the inflation rate in the short run.

Kogar (1995) examines the stability of long run relationship for the money demand function for Turkey and Israel using Johansen cointegration method. The results of this paper indicate that a long run stationary function for both Turkey and Israel exists.       

Bachmeier, et al (2003) focus on analyzing whether the monetary aggregate is a useful tool for forecasting inflation by allowing cointegration of prices, output and money through a quantity theory model. However, the restrictions on price, output and money that are implied by the quantity theory, yield a better forecast compared to that from other models, including a VAR in differences and a version of Phillips curve.

Many studies deal with inflation as a target of monetary policy. VAR model is used as an econometric model in most papers. The VAR model is explained for the first time by Sim (1980). In this paper the researcher explores the main ideas behind the VAR model.  

Djiver, J. et al (2003) use Structural Vector Autoregression (SVAR) to examine the impact of the monetary policy on Israeli economy especially on the unemployment and prices through the period 1990-1999. The SVAR model considers four endogenous variables: unemployment, inflation, interest rate and nominal currency depreciation. These variables are used through two models; in the first model the aggregate supply does not make any reaction at the moment in which the aggregate demand is shocked. In the second model the aggregate supply response to the shocks of the aggregate demand has the maximum effect. Finally, the researcher concludes hat monetary policy shocks (increase interest rate) cause inflation to slow down and unemployment to increase. These shocks are not considered as an important source of inflation variability in the short run, but are also important in the                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           medium and long run.  

Andersen, L. et al (2007) estimates a quarterly VAR model for the prices and quantity of three meat markets: pork, chicken and beef. The impulse response function is simulated as an application on the estimated VAR when there is an increase in the three prices and a rise in the quantity of chicken, and when there is equilibrium in the market. The researchers concluded that the three kind of meets are gross substitutes, moreover the shocks in the pork and chicken markets have their own market and cross market impact that happen quickly. On the other hand the beef market shocks have more stable effects on the chicken and pork markets.

The VAR model is used to modify the serial autocorrelation in the time series, but if these time series are cointegrated, it is necessary to use the VEC model. VEC has an essential role in making an effective short run forecasts. Bragoudakis, Z. (2004) examined the forecasting power for the VEC model using two endogenous variables: gross domestic income and productive public expenditure in the Greek economy. The main consequence is that these variables are not weak exogenous. In addition, there is a positive long run relationship among these variables.  

4. Inflation in the Palestinian Authority

The first step in forecasting a series is to examine the structure of the data to be forecasted. In this section an informal analysis is developed to obtain preliminary information about the behavior of prices over time, coupled with their rates of change for the three regions (WB, GS & I). In particular, price levels are compared from period to period with respect to the mean (

), and standard deviation (

). The standard deviation is always used as a measure of volatility. A measure of the degree of association (Correlation) is also observed over time to give an indication of how close are price movements.
Since the consumer basket is not the same in both economies, nor is the relative weights of the major groups, the cost of the basket is not directly comparable at any point in time. Comparisons based on price levels are thus made for a unified base period to observe changes over time.

Table 1 provides summary statistics on the price level; which is measured by CPI; in the WB (PtW), GS (PtG) and in Israel (P*t) and rates of change in the WB(PiW), GS (PiG) and in Israel (Pi*). 

For the first phase, the average monthly CPI in the Palestinian territories (WB & GS) was above of CPI in Israel, and it was more volatile (see standard deviation figures). Starting with January 1985, the average price level was higher in WB, and the standard deviation continued to be higher for WB data.  Over time, the correlation coefficient between the three price level series indicates a high degree of association (above 0.9) this is shown in the table 1a in the appendix. Note that this does not necessarily mean causation; it suggests that 90 percent of the time, prices in the three economies move together.

This relationship is clearly depicted in figure 1 below. It is noticeable that the three series cross around the middle of 1985. The volatility is also clear as the Israeli CPI has a higher spread.
Figure 1: Plot of Ptw, PtG (CPI (WB & GS)) and P*t (CPI(Israel))for whole period (1970-2007)
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Figure1.1: Plot of Ptw, PtG (CPI (WB & GS)) and P*t (CPI(Israel))for first period (1970/1-1985/11)
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Figure1.2:Plot of Ptw,PtG(CPI (WB & GS))andP*t(CPI(Israel))for second period (1985.12-1995.11)
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Table 1.3: Plot of Ptw, PtG (CPI (WB & GS)) and P*t (CPI(Israel))for third period (1996-2007)
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Inflation statistics reveal a clear and distinguished relation. The plot of the inflation rate over the entire period shows that for the first phase, the Israeli and Palestinian average fluctuate. For the second phase, however, the averages are roughly equal and the variances are similar in magnitude. Beyond 1985, the difference in the inflation rate averages is small, but more noticeable is the change in the variance of the Palestinian inflation (now being much higher than Israel’s). The correlation coefficient between the two inflation rates is also deteriorating over time. This is illustrated in figure 3 below.

Figure 2: Monthly inflation rates for Palestine and Israel for the 3-period
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Visual inspection reveals that the 1984 - 1985 periods contain a structural break. Panel 1 of figure 4 in the appendix shows that 1982 was the beginning of the accelerated inflation; this is associated the Lebanon war. During the 1984-1985 period inflation averaged 25-30% a month. In 1985, the Central Bank of Israel used a shock treatment of inflation by changing the shekel to New Israeli Shekel (NIS). By 1985 inflation was brought down to pre 1979 levels. The scatter of inflation rates for the three periods for both the WB and GS with Israel is provided below.

The most noticeable information in both graphs 4 and 5 is: the first two panels (a and b) clearly show a positive relationship; on the other hand, the third panel (c) shows that the distribution of the observations is close to being circular; this means that if it were not for a few outliers, a line with any slope can be fit for that data. This is a sign that inflation rates are not as closely related in that phase as they were in the previous two phases. This is a result of the sharper deviations from the mean for Palestinian (WB & GS) inflation. Most of this period was during the Intifada years; a period which was characterized by interrupted flows of goods and labor movements. Thus far we have noticed that the two series seem to have drifted a part (in levels) since the middle of 1982 (see the first panel of figure 4). It is evident that price levels, however, are still highly correlated, but inflation rates, on average, are getting less correlated overtime. This implies that whatever the underlying forces of price level determination in the two economies, their influence is not constant overtime. There are a few possible reasons why this may be the case.

Inflationary expectations could be higher in Israel, thus they may lead to faster growth in prices in Israel. As the number of Palestinian workers in Israel decrease, the wage gap will become greater, this leading to a higher disparity in prices.

The higher the share of non traded goods in the consumer basket, the bigger the price level differential will be between the two economies. Although Israeli goods have free access to Palestinian markets, Palestinian goods do not enjoy that luxury. Hence, Israeli prices are transmitted to the local market, but not vice-versa.
The quality of goods may provide an alternative explanation. If the price is any indication of quality, and if there has been faster improvement in quality in Israel, it could translate to higher prices. Finally, if money growth is different, it is very likely to have a differential impact on prices.

Although there has been a considerable amount of literature on the Israeli inflation (see Liviatan and Piterman (1986)), there has been only a few on the Palestinian inflation (Hamed and Shaban (1993)). The idea of imported inflation (as a major contributor to Palestinian inflation) is prominent among Palestinian economists, but an estimate of that component has not yet been assessed.   

This research will analyze the last period 1995.09-2007.06 for two reasons: First because of the change in methodology of data collection in the Palestinian Territory during the last three or four decades. Second, because of the presence of a structural break in the data for the whole period since the trend of the data changed after 1984.12 as mentioned above. However, it is evident from the figure below that the data can be divided into three periods. 
First period 1970.01 – 1985.12. At the end of this period there was very high inflation in Israel and the government changed the currency from Israeli shekel to NIS. A summary of descriptive statistics of series during this period is included in table 2 in the appendix.
Figure 3: Data Series during 1970M01 – 2007M06
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Results show that minimum inflation rate in CPIG and CPIW appear in May 1971, while in Israel minimum inflation rate was achieved in January 1977. However maximum inflation rate appears in November 1974 in GS and in July 1985 in Israel and WB. Data show that there was an increase in money supply (M2) by about 453% between the period 1980 November (17.2 million NIS) and 1981 January (95.4 million NIS. The minimum growth rate of money supply was during the period 1977 November (4.2 million NIS) and 1978 January (1.99 million NIS).

The second period ends at November 1995 where PCBS begins to estimate and calculate CPI in the Palestinian Territory. During the period 1986.01 – 1995.12 the mean of CPI in both Rest of WB and GS is almost equal 63.4 and 64.3 respectively. Table 2 indicates that mean of inflation rate in both WB and GS is also the same in both territories (0.911 and 0.903 respectively), while average inflation rate in Israel equals to 1.203. Average CPI in Israel during this period is less compared to WB and GS and is equal to 54.6. Data indicate that minimum inflation rate appear at January 1987 in GS (-4.278), while in Israel and WB it appears at May 1992 (-0.368, -5.13 respectively). Maximum inflation rate is achieved in WB and Israel at January 1989 (6.497, 4.67 respectively), while in GS maximum inflation rate is achieved at September 1987.

The final period start at November 1995 where PCBS begins to estimate and calculate CPI in Palestinian Territory. During the period 1996.01 – 2007.06 the mean of CPI in both WB and GS is almost equal 129.52 and 122.44 respectively. Table 3 indicates that mean of inflation rate in both WB and GS is also the same in both territories (0.35 and 0.28 respectively), while average inflation rate in Israel equals to 0.27. Average CPI in Israel during this period is less than it is in WB and GS and is equal to 122.6. Data indicate that minimum inflation rate appear at June 2001 in GS (-2.53), while in Israel it appears at September 2006 (-0.86) while in the WB was -1.91 at March 2000. Maximum inflation rate is achieved in Israel at January 1998. While in GS & WB maximum inflation rate is achieved at September 1998.
The price series in WB and GS (cpiw, cpig respectively) were obtained from two different sources. For the period 1970.01 to 1994.12 the source was ICBS. For the period 1994.01-2007.06 the data was taken from PCBS. Price series were all set to have 1996 average as a base year. While the price series in Israel (cpii) was taken from the Israeli Central Bank site
.  The money supply data in Israel (M1 and M2) were obtained during the period (1970.01 – 2006.11) from different issues of the International Monetary Fund: International Financial Statistics. Data were available as monthly average based on daily and Wednesday supervision, these data was in Million NIS, in current prices and seasonally adjusted. IMF classifies the money supply as; M1 = money and M2 = Money + Quasi_Money.

5. Model and Empirical Finding

This paper explores the long and short run relationship between prices in Israel and Palestinian Territories (WB & GS). For this purpose, a VAR.model was set up for four series (shown in the appendix figure B1-B4). At first look the figures suggest that the data are not smooth but trended. However, this does not indicate the form of trend in the series. Further analysis is necessary to determine whether the trend is deterministic or stochastic. This analysis is performed in two steps. The first step requires, a test for non stationary (unit root) of time series. The second step is necessary to run a test for the existence of cointegration relation between series. 

5.1 Unit root test for stationary
 
Visual inspection of a series time series plot is the first informal step for testing it’s stationary. When certain patterns appear in the time series, it indicates that these series are non stationary. The plot of the variables of interest is displayed in figure 6-9, it shows different such patterns. Consumer price index in West Bank (CPIW) and money supply in Israel (MS2I) seem to have trend in the mean since it has an increasing slop. The upward and downward slop pattern is a sign of existence of the non stationarity. While the Consumer price index in both Gaza Strip and Israel has trend in both mean and variance. Along the trend in the mean (the vertical fluctuation of the series) appears to be different from one period to another in the same series, this indicates that the variance is not constant. This is considered as evidence of non stationarity. 

A formal test for testing non stationarity is essential to select appropriate estimation methodology. To investigate the non stationarity of the four series (CPII, CPIW, CPIG, MS2I) the ADF, PP, KPSS tests are applied. Table 5 shows the statistics for these tests. Based on the PP test, all series are non stationary in levels except CPII. The non stationarity of the series CPII is rejected at 5% and 10% level of significance using PP test. The KPSS test shows that all series are non stationary except CPIG at the 5% level of significance, while all series are stationary in the first difference in both tests. Finally, the ADF test shows that all series are non stationary in the levels, including CPII and CPIG, and stationary in the first difference. For the subsequent analysis, we will assume that all series are non stationary in the levels,  and stationary in the first difference using the ADF test and visual inspection. In what follows, Granger Causality test, VAR, VEC, Impulse Response functions, and Weak Exogeneity tests have been applied
5.2 Granger Causality Test
Granger causality test is considered a useful technique for determining whether one time series is good for forecasting the other. The concept of granger causality test is explored when the coefficients of the lagged of the other variables is not zero. If there are two series Yt & Xt, then it is said that Xt doesn't granger cause Yt if all lagged coefficients for Xt are zero, that is:   

Yt = α0 + α1Yt-1+ … + αp Yt-p + β1 Xt-1 + … + βp X-p + εt 


(1)
Then β1 = β2 = … = βp = 0, that is lagged of Xt has no effect on Yt.​  
Granger causality test is used to see how much of a current series Y can be explained by the past values of Y and to know whether adding lagged values of another series X can improve the explanation of the variance of Y or not. Also Granger noncausality is a  necessary condition for strong exogeneity.

To determine which variable causes the other, pair-wise granger causality tests are used. But since this test is affected by the number of lags, before running this test it is necessary to determine the number of lags. There are many criteria used to indicate the number of lags. These criteria are shown in table A7. Hannan-Quinn (HQ) and Schwarz information criterion (SC) tests indicate that there is one lag, but Akaike Information Criterion (AIC) and Final prediction error (FPE) indicate there are two lags. Finally, Likelihood Ratio (LR) indicates 12 lags. In this paper (AIC) is used since it is more stable than the others.

After determining the number of lags it is possible to run a pair wise granger causality test and the results are shown in table A8. Granger causality test is applied for two different lags; one and three lags. Results show that the prices in WB Granger cause for the prices in GS while this is not true in the opposite direction. This indicates that the change in the prices in WB precedes the change in the GS, and that the last information on the prices in the WB provides important information to forecast future value of the prices in GS, regardless of the value of the last one of the prices in GS. In addition, the money supply in Israel is granger cause for the prices in the GS. CPI in Israel doesn't granger cause any of CPIW, CPIG and vice versa. This may be because the variables on the right hand side are weak exogenous or not. In order to determine this it is necessary to estimate the VEC.   

5.3 Cointegration Test:

The econometric literature deals with the cointegration subject from several perspectives. The cointegration test can be applied in several ways, according to the nature of the equation that is tested. If it is a single one the Engle Granger method is used; if it is a multivariate system the Johansen Approach is applied. In this paper both approaches are used to determine the existence of the long run relationship among prices in the three regions.

5.2.1 Engle Granger Method: 

Cointegration could be defined as a linear combination of two or more non-stationary time series, or as the existence of a long run equilibrium relationship between two or more series. If this combination is stationary then it is said that the series are cointegrated. When we run a cointegration test, we are checking the following relation between any two or more series:

                                                      Yt​ = α0 + α1Xt + εt 


(2)           

This is called cointegration equation, it is said that Yt and Xt are cointegrated if both series are I(1) and the error term from cointegration equation εt is I(0). Cointegration could be used as an evidence of a long-run equilibrium relationship among variables. In other words by investigating if two series are cointegrated, we are asking if there is a long run relationship between the trends in these two series
. 

Table 9 summarizes the results of PP test of residuals
. It indicates that residuals from all OLS regressions are stationary without constant or trend; this indicates that these series are cointegrated; except residuals from regressing CPI in GS (dependent) over CPI in I (independent) which indicates that GS and Israel prices are not cointegrated.

5.3 Single Equation Error Correction Model: 

It is obvious that to determine the existence of the cointegration relation between the series each single equation is investigated for an error correction form . This section will investigate the short run relationship; the investigation of short run dynamic is often done by running OLS regression over the differenced series in order to eliminate the trends or the long run movement in the variables. To do this we estimate the following OLS regression
: 

∆Yt​ = α0 + α1∆Xt + α2εt(-1) + ut 


(3)
Where:

∆Yt​: indicates the difference in the endogenous variable
∆Xt:​ indicates the difference in the exogenous variable

ut: indicates the white noise error term and  

εt(-1)
 represents the lagged error term estimated from the long run relationship or represents what we call the Error Correction term in estimating the equations that explain the inflation rate ∆Log(cpi). 
The results of single equation error correction model
 of prices and money supply in Israel are provided in the appendix C. These results show that the CPI in GS is positively correlated with CPI in Israel, CPI in WB and M2 but negatively correlated with M1. The error correction term is in the correct sign. Its value is very small, indicating that the long run prices in GS adjust very slowly to deviations from long run equilibrium.  

With regards to the CPI in WB it is noticeable that there are some differences in the results, since all the series are positively correlated and the error term has a correct sign and its value is less than that in GS. This points to the fact that the prices in WB require more time to adjust to the deviation of the long run equilibrium. Prices in GS adjust more quickly than prices in WB in case of the change in long run equilibrium in money supply in Israel M2.       

The money supplies coefficients (M1) in Israel are insignificant when the M1 are considered as independent variables. Moreover, when these variables are considered as dependent variables, the coefficients of the exogenous variables are also insignificant. This supports the exclusion of these variables from the analysis of multivariate system.
5.4 Johansen Cointegration test: 
The Johansen cointegration test is used to determine the number of cointegration relations for forecasting and hypothesis testing. The VEC is also estimated to investigate weak exogeneity and to do hypothesis testing since VEC is applied only to cointegrated series. To be able to run Johansen cointegrating test the data must be nonstationary.

One of the drawbacks of the Johansen cointegration test is the dependency of the critical values of the test statistic on the trend assumptions. There are five deterministic trends assumptions, the first two assumptions are used when there is no trend in the data, and the third and fourth assumptions are used when there is a linear trend in the data, while the fifth assumption is used when there is a quadratic trend. The other drawback is related to the setting of the appropriate lag length of the VAR model.
The Johansen procedure uses two tests to determine the number of cointegration vectors: the Trace test and the Maximum Eigenvalue test
. Trace statistics investigate the null hypothesis of r cointegrating relations against the alternative of n cointegrating relations, where n is the number of variables in the system for r = 0, 1, 2…n-1. Its equation is computed according to the following formula:
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The Maximum Eigenvalue statistic tests the null hypothesis of r cointegrating relations against the alternative of r+1 cointegrating relations for r = 0, 1, 2…n-1. This test statistics are computed as:
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Where λi is the Maximum Eigenvalue, and T is the sample size. 

In some cases Trace and Maximum Eigenvalue statistics may yield different results and Alexander (2001) indicates that in this case the results of trace test should be preferred. The critical values are presented by Johansen and Julieus (1990) and Osterwald-Lenum (1992).
There are many steps that must be followed before applying the Johansen test. First it is necessary to determine the number of lags since this has a big effect in the analysis. This paper follows five criteria:, the sequential likelihood ratio (LR), Akaike information criterion (AIC), Schwarz information criterion (SC), Final prediction error (FPE) and Hannan Quinn information criterion (HQ). The results of these criteria for every two variables (CPIW with CPII, CPIW with MS2I, CPIG with CPII and CPIG with MS2I) are shown in tables A11, A12, A13. However, in some tables it appears that the five criteria are different, this is because these criteria and other suitable diagnostic are used to determine the number of lags .  

Table A14, A15, A16 show the results of the Johansen test after choosing one of the deterministic assumption, which states that the data have a linear trend while the cointegrated equation has a constant. 

This applies to pair-wise equation; however the analysis of multivariate equation will be as follow. Trace statistics and Maximum Eigenvalue indicate that there is at least one cointegrating vector as shown in table A17 in the appendix. Existence of this cointegrated vector indicates that the CPI in the three regions (WB, GS & I) and money supply of Israel (M2) display long run comovement, therefore among these variables there is a long run equilibrium relationship. Whenever the gap between these variables exists in the long run, Ms2 will adjust to restore the equilibrium. In this case the adjustments are done in the short run by changing Ms2 to restore the long run equilibrium. 
5.5 Vector Error Correction Model

The VEC model starts from the standard reduced form of VAR (p) model

Yt = A1Yt-1 + … + ApYt-p + EDt + ut


(6)
Where Yt is a (n × 1) vector of I(1) variables, Dt a vector of deterministic terms, and A1,…,Ap are (n ×n) coefficient matrices. E is the coefficient matrix associated with the deterministic terms, such as a constant, trend and seasonal dummies
.

Subtracting Yt-1 from both sides of the VAR equation we obtain the following model which represents a Vector Error Correction model
:
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(7)
Thus in the VEC model we regress changes in each variable on a constant (μ), (p-1) lags of the variable's own changes, (p-1) lags of changes in each of the other variables, and the level of the h elements of Xt-1. Where 
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Xt = A' Yt is (h × 1) stationary vector must be I(0).

Yt: is (n × 1) vector of I(1) variables.

B: is (n × h) matrix contains the adjustment parameters (long run relationship).

αi: holds the short run parameters (the coefficients on the lagged terms).

h: represent the number of cointegrating equations.

µ: is (n × 1) constant matrix

A': represents (h × n) matrix of cointegrating vectors, whose rows are linearly independent such that A'Yt is a stationary (h × 1) vector.
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 are nonzero (n × 1) cointegrating vector such that (ai'Yt)​ is a stationary.  

If we are interested in the long run process then our attention must be concentrated on matrix B, while our attention must be on αi’s if we are interested of the short run process. The following represents the previous model in matrix notation:
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Having examined that the there exist a cointegration vector among the time series, the VEC model can be applied. The results of this model are summarized in the tables A18, A19.     

The existence of one cointegration vector indicates that there are long run relationships between prices in the three regions and money supply. Table A18 consists of two parts, the upper part contains the detail of the cointegration vector which is derived by normalizing the CPI of GS. Figure B12 shows the vector in the cointegration space, which indicate that this vector is stationary. This part shows the long run coefficients, consumer price in Israel has a positive long run relationship with CPI in GS. This means that an increase of the CPI of Israel will lead to an increase in the prices in GS. On the other hand the money supply of Israel has a negative long run relationship, but it is insignificant. 
The bottom part of the table contains the coefficients of the error correction terms (cointEq1) for the cointegration vector. These coefficients are called the adjustment coefficients. All these coefficients have a negative sign and are insignificant only for the CPI in Israel and money supply in Israel. These coefficients can be interpreted in such a way that, based on the first one (-0.029), about 2.9 percent of the gap between the actual CPI in GS and its equilibrium value is eliminated every month. This implies that, in the absence any shock, the gap would be eliminated in approximately 4 years.

This is the long run relationship explained by the VEC model. On the other hand, the short run analysis; which corresponds to the matrix of alpha's in the equation 8; appears as lagged 1st, 2nd and 3rd differences of the variables used in this system.
Weak exogeneity imposes a restriction on the adjustment coefficients (b's in equation 8). The pair wise equations indicate that the test is rejected; there aren't any variables that are weak exogenous as in table A21. However the system as a whole is different since we can't reject null hypothesis for the money supply. The results are presented in table A22. This means that any deviation from long run will be adjusted by changes in money supply.    
5.6 Vector Autoregression Model (VAR):
The estimated VAR with four endogenous and three lags are shown in table A20. The coefficients of this model with the usual elasticity since they are measured in logarithmic form doesn’t this mean they should be, and a change in one variable doesn't lead to change only in its equation, but will affect the other equations of the VAR system.      

In empirical applications, the main use of the VAR is the impulse response function which traces how shocks on one endogenous variable affect the other variables in the VAR. Phillips (1998) shows that the IRF will be inconsistent in the long horizon with unrestricted VAR with a unit root. While the VEC (reduced Rank Model) produces a consistent IRF. Figures 10 and 11 show the IRF for foreign price and money supply shocks on domestic prices.
Figure 10 shows the effect of the money supply shock on the consumer prices index in Gaza Strip region (CPIG) and Rest West Bank (CPIW). The effect of this shock will end approximately after 100 months. While Figure 11 shows the Impulse Response for the VEC model. The shock in the MS will die out after 26 months in WB while it needs only 20 months in GS. So there are some major differences in the IRFs for the stationary and nonstationary VARs with significant time effect differences. 
The main purpose of this paper is to forecast the inflation in the Palestinian territories (WB &GS), using the estimation VAR model. Since the data analysis shows that the VAR has one or three lags, in this part of the analysis both values will be used to understand which one is more accurate. To obtain a forecast for the inflation in West Bank & Gaza Strip from the two specifications for VAR, the estimation will be carried through the period 1995.12 – 2007.06, using In-Sample forecast method. Table A23 reports a number of summary statistics (mean absolute percentage error, Theil Inequality Coefficient) to evaluate the model's forecasting accuracy. The forecast error and all quality criteria indicate that VAR with three lags is a better forecaster than VAR with one lags. Figures B13, B14 support these results. 

As mentioned above, the variables of VAR are I(1), as a result, the statistical  tests and forecasting procedures are more valid if there exists a co-integrating relationship among the variables. The Johansen test shows that there is one cointegration relationship. For assessing the forecasting ability of the restricted VAR (with one co-itegrating relation) using the period December, 1995 to June, 2007. Gupta (2007), compares VAR and VEC forecasts MAPE. These comparisons are provided in Table A24 reflecting the superiority of the VAR forecasts. 
Figures A15 & A16 give us an overview of the two models forecasting performance. These figures show the actual and fitted values for the consumer price index in WB & GS obtained with the two models. From these result, unrestricted VAR is the best forecaster for the inflation in Palestine.  

6. Conclusion
Economic models which have in their constructer long run relationship of time series variables are essential in theoretical and empirical research. The important step in the applied work is establishing the appropriate specifications that provide valid means to estimate the equilibrium path of the variables and test the theoretical hypothesis. Thus, working with a system of non stationary time series without any attention to its property may lead to invalid inference and forecasting procedures. However, the inference and forecasting will be valid if there exists a cointegration relationship, and if the assumptions have theoretical and statistical support.    

The purpose of this paper is to explore the natural relationships between the prices in Palestinian territories and Israel. The series are the consumer price index in three regions (WB, GS & Israel) and money supply of Israel. This analysis is based on monthly data from Dec. 1995 to Jun.2007. Johanson cointegration test and Granger causality test are applied to explore the long run relationships, while restricted and unrestricted VAR are used to examine the short run relationships.

First, the property of the time series is examined and the number of the lags is determined. All series in this paper are non stationary in the level and the suitable number of lags is three. So, the VAR model can be a valid estimation to be used in constructing the impulse response to see the effect of the money supply shocks in the prices in WB & GS. This shows how the prices in these regions are affected by this shock and also shows that the price in these areas requires a long time to stabilize the volatility in prices. Another use for the VAR model is the forecasting of prices since the analysis shows that this model is better than the restricted VAR (VEC model) according to some criteria. 

 The results of the cointegration test on a single equation indicate that there is cointegration among pair wise series except between the CPI of Israel and CPI of Rest of West Bank. On the other side, Johansen test for multivariate equations indicates that there is a long run relationship between the prices and money supply in the three areas. Also there is a short run relationship between the prices as shown by construct the VEC model.  In addition to that, the VEC model finds the money supply a weak exogenous, which indicates that the money supply adjusts in the long run to eliminate any disequilibrium.

Finally, it is shown that there are long & short run relationships among prices in Palestinian territories and Israel. Thus any fluctuations in the prices in Israel have big effects through shocks that impact on Palestinian economy. These shocks can be summarized as follow: on the labor side, especially for those who work in Israel, the closures imposed on the Palestinian territories cause fluctuations in inflation rate and national income. On the other hand, monetary policy in Israel, when there is contradiction in money supply in Israel, will lead to a decrease in the gross domestic product of Israel at least in the short run, impacting negatively on the demand on Palestinian workers, Palestinian goods & services. As a result of that, this contradiction of money supply in Israel will put upward pressure on NIS interest rates, which will decrease the loans in Palestinian territories which are in NIS.
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A. Tables

Table 1: Statistics on price levels and inflation rates for different sub-periods

	Span
	 
	1/70 - 6/2007
	1/70- 12/85
	1/86 - 11/95
	12/95 - 6/2007

	ptG
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X


	55.6
	2.0
	63.1
	129.3
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	52.69
	6.44
	19.18
	11.33

	ptw
	 
[image: image17.wmf]___

X


	57.5
	2.0
	64.1
	122.3
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	55.93
	6.37
	19.04
	17.75
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	52.8
	1.4
	54.25
	122.4
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	21.04
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	5.1
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	0.3
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	0.2
	0.4
	0.1
	0.1

	Corr.(ptw , p*t )
	 
	0.995
	0.9996
	0.996
	0.948

	Corr.( ptG, pt*)
	 
	0.995
	0.999
	0.995
	0.942

	Corr.( piw, pi*)
	 
	0.910
	0.900
	0.340
	0.300

	Corr.( piG, pi*)
	 
	0.840
	0.800
	0.180
	0.150


Table 2: descriptive statistics of data during 1970M01 – 1985M12

	
	CPIG
	CPII
	CPIW
	MS2I

	Mean
	2.03
	1.407
	2.044
	1615.04

	Median
	0.021
	0.015
	0.025
	2.916

	Max
	35.88
	22.90
	34.46
	26308.9

	Min
	0.0022
	0.0022
	0.0032
	0.518

	Inflation and growth rate
	Min
	-7.143
	-0.952
	-5.405
	-52.770

	
	Max
	35.385
	27.488
	26.318
	453.731

	
	average
	5.354
	5.078
	5.094
	7.644


Table 3: descriptive statistics of data during 1986M01 – 1995M12

	
	CPIG
	CPII
	CPIW
	MS2I

	Mean
	64.34
	54.57
	63.4
	79129.66

	Median
	63.89
	52.92
	63.12
	66322

	Max
	97.88
	93.43
	97.31
	187829

	Min
	34.42
	22.59
	33.7
	26805.9

	Inflation and growth rate
	Min
	-4.278
	-0.368
	-5.130
	-34.181

	
	Max
	7.528
	4.670
	6.497
	54.275

	
	average
	0.903
	1.203
	0.911
	1.819


Table 4: Descriptive Statistics of data during 1996M01 – 2007M06

	 
	CPIG
	CPII
	CPIW
	MS2I

	Mean
	122.44
	122.60
	129.52
	400029.69

	Median
	122.42
	123.70
	128.35
	421181.00

	Max
	142.85
	135.81
	157.59
	602969.00

	Min
	98.62
	94.22
	98.11
	189578.00

	Inflation and growth rate
	Min
	-2.53
	-0.86
	-1.91
	-0.01

	
	Max
	3.51
	3.01
	3.64
	0.11

	
	average
	0.28
	0.27
	0.35
	0.01


Table 5: Unit Root Test for data series (ADF, PP and KPSS)
	Variables
	Null Hypothesis: Variables is non stationary
	Null Hypothesis: Variables is non stationary
	Null Hypothesis: Variables is  stationary

	
	Augmented Dickey Fuller Test Statistic
	Phillips- Perron test Statistic
	Kwiatkowski -Phillips- Schmidt -Shin test statistic

	
	Level
	First Difference
	Level
	First Difference
	Level
	First Difference

	CPIW
	-1.470
	-10.443
	-2.562
	-11.940
	0.267
	0.051

	CPIG
	-2.749
	-10.587
	-2.786
	-10.766
	0.196
	0.107

	CPII
	-3.137
	-7.385
	-3.550
	-7.204
	0.311
	0.120

	MS2I
	-2.656
	-10.443
	-2.610
	-10.492
	0.328
	0.162

	Critical values

	1% level
	-3.442
	-4.029
	-4.025
	-4.025
	0.216
	0.216

	5% level
	-3.146
	-3.444
	-3.442
	-3.442
	0.146
	0.146

	10%level
	-4.025
	-3.147
	-3.146
	-3.146
	0.119
	0.119

	All series in log form


Table 6: Critical values for ADF and PP test

	Sample size 1995.12 - 2007:06

	 
	ADF
	PP

	 
	1% level
	5% level
	10% level
	1% level
	5% level
	10% level

	N
	-2.582599
	-1.943266
	-1.615111
	-2.581705
	-1.94314
	-1.615189

	C
	-3.48042
	-2.883408
	-2.57851
	-3.480425
	-2.883408
	-2.57851

	C,T
	-4.02904
	-3.444222
	-3.146908
	-4.029041
	-3.444222
	-3.146908


Table 7: VAR Lag Order Selection Criteria
	VAR Lag Order Selection Criteria

	Endogenous variables: LOG(CPIG) LOG(CPIW) LOG(CPII) LOG(MS1I) LOG(MS2I) 

	Exogenous variables: C

	Sample: 1995M12 2007M06

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	0
	1094.828
	NA 
	0.000
	-16.513
	-16.403
	-16.468

	1
	2021.284
	1768.688
	0.000
	-30.171
	 -29.516*
	 -29.905*

	2
	2051.742
	55.841
	0.000
	-30.254
	-29.053
	-29.766

	3
	2081.962
	53.114
	  4.64e-20*
	 -30.333*
	-28.586
	-29.623

	4
	2106.450
	41.184
	0.000
	-30.325
	-28.032
	-29.393

	5
	2121.761
	24.590
	0.000
	-30.178
	-27.339
	-29.025

	6
	2134.135
	18.937
	0.000
	-29.987
	-26.602
	-28.611

	7
	2145.969
	17.213
	0.000
	-29.787
	-25.856
	-28.190

	8
	2167.761
	30.047
	0.000
	-29.739
	-25.262
	-27.920

	9
	2190.078
	29.079
	0.000
	-29.698
	-24.675
	-27.657

	10
	2213.098
	28.252
	0.000
	-29.668
	-24.099
	-27.405

	11
	2237.636
	28.255
	0.000
	-29.661
	-23.546
	-27.176

	12
	2272.715
	  37.737*
	0.000
	-29.814
	-23.153
	-27.107

	13
	2306.776
	34.061
	0.000
	-29.951
	-22.744
	-27.023

	14
	2339.395
	30.148
	0.000
	-30.067
	-22.314
	-26.916

	15
	2379.120
	33.706
	0.000
	-30.290
	-21.991
	-26.917

	 
	 
	 
	 
	 
	 
	 

	 * indicates lag order selected by the criterion

	 LR: sequential modified LR test statistic (each test at 5% level)

	 FPE: Final prediction error

	 AIC: Akaike information criterion

	 SC: Schwarz information criterion

	 HQ: Hannan-Quinn information criterion


\
Table 8: Granger Causality Pair wise Test 1995M12 2007M06

	Null Hypothesis: Yt does not Granger cause Xt                        
	 lag length =1 and 5% level of significant
	 lag length =3 and 5% level of significant

	           LCPIW* → LCPIG                
	reject H0
	reject H0

	         LCPIG →LCPIW               
	can't Reject H0
	can't Reject H0

	           LCPII →LCPIG                
	can't Reject H0
	can't Reject H0

	         LCPIG →LCPII               
	Can’t reject H0
	Can’t reject H0

	            LMS1I →LCPIG                 
	reject H0
	 reject H0

	           LCPIG →LMS1I                 
	Can’t reject H0 
	Can’t reject H0

	          LMS2I →LCPIG                
	Can’t reject H0
	Can’t reject H0

	         LCPIG →LMS2I                
	Reject H0
	can't Reject H0

	         LCPII →LCPIW               
	can't Reject H0
	Can’t reject H0

	        LCPIW →LCPII                
	can't  Reject H0
	can't Reject H0

	         LMS1I →LCPIW                
	Reject H0
	reject H0

	        LCPIW →LMS1I                
	Reject H0
	can't Reject H0

	          LMS2I →LCPIW                 
	Can’t reject H0
	Can’t reject H0

	         LCPIW →LMS2I                 
	can't Reject H0
	can't Reject H0

	        LMS1I →LCPII                
	can't Reject H0
	can't Reject H0

	        LCPII →LMS1I                
	can't Reject H0
	Reject H0

	         LMS2I →LCPII                 
	can't Reject H0
	can't Reject H0

	         LCPII →LMS2I                
	can't Reject H0
	can't Reject H0


· All data are in log
· (*)  independent variables
CPIG represents price index in Gaza Strip, CPIW price index in Rest of West Bank, CPII price index in Israel, MS1I represents money supply (M1) in Israel, and MS2I is M2 in Israel.    
Table 9: unit root test for residuals (PP) Sample size: 1995M12 to 2007M06

	Null Hypothesis :series has a unit root
	T-statistic
	Prob*
	Lag length
	 
	T-statistic
	Prob*
	Lag length

	CPIG_LCPIW
	N
	-2.58
	0.01
	2
	CPIW_LCPIG
	N
	-2.43
	0.0152
	2

	
	C
	-2.56
	0.1032
	2
	
	C
	-2.40
	0.1442
	3

	
	C,T
	-2.55
	0.3044
	3
	
	C,T
	-2.53
	0.3166
	2

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPIG_LCPII
	N
	-1.82
	0.0659
	5
	CPIW_LCPII
	N
	-2.21
	0.0263
	1

	
	C
	-1.81
	0.3759
	5
	
	C
	-2.21
	0.2031
	1

	
	C,T
	-2.08
	0.5537
	7
	
	C,T
	-3.34
	0.0637
	6

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPIG_LMS1I
	N
	-3.36
	0.0009
	2
	CPIW_LMS1I
	N
	-4.15
	0.0001
	5

	
	C
	-3.35
	0.148
	2
	
	C
	-4.13
	0.0013
	5

	
	C,T
	-3.29
	0.0726
	2
	
	C,T
	-4.07
	0.0087
	5

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPIG_LMS2I
	N
	-2.81
	0.0053
	4
	CPIW_LMS2I
	N
	-2.17
	0.0296
	3

	
	C
	-2.79
	0.0621
	4
	
	C
	-2.16
	0.226
	3

	
	C,T
	-2.80
	0.1999
	4
	
	C,T
	-2.41
	0.371
	4

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPII_LMS1I
	N
	-3.11
	0.0021
	4
	MS1I_LMS2I
	N
	-2.30
	0.0212
	4

	
	C
	-3.10
	0.0288
	4
	
	C
	-2.29
	0.1768
	4

	
	C,T
	-2.50
	0.1515
	1
	
	C,T
	-2.68
	0.2455
	3

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPII_LMS2I
	N
	-2.55
	0.0108
	2
	MS1I_LCPII
	N
	-2.03
	0.0406
	4

	
	C
	-2.55
	0.1067
	2
	
	C
	-2.03
	0.2754
	4

	
	C,T
	-2.62
	0.2743
	1
	
	C,T
	-2.97
	0.1436
	2

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPII_LCPIW
	N
	-3.05
	0.0025
	1
	MS1I_LCPIW
	N
	-4.09
	0.0001
	5

	
	C
	-3.05
	0.0331
	1
	
	C
	-4.08
	0.0015
	5

	
	C,T
	-3.34
	0.0638
	6
	
	C,T
	-4.14
	0.0072
	5

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	CPII_LCPIG
	N
	-2.28
	0.0224
	5
	MS1I_LCPIG
	N
	-3.26
	0.0013
	0

	
	C
	-2.27
	0.1824
	5
	
	C
	-3.10
	0.029
	1

	
	C,T
	-2.04
	0.5723
	7
	
	C,T
	-3.44
	0.0505
	1

	
	
	 
	 
	 
	 
	 
	
	
	

	
	
	MS2I_LMS1I
	N
	-2.75
	0.0063
	4
	
	
	

	
	
	
	C
	-2.73
	0.071
	4
	
	
	

	
	
	
	C,T
	-2.61
	0.2776
	3
	
	
	

	
	
	 
	 
	 
	 
	 
	
	
	

	
	
	MS2I_LCPII
	N
	-2.13
	0.0328
	2
	
	
	

	
	
	
	C
	-2.12
	0.2382
	2
	
	
	

	
	
	
	C,T
	-2.44
	0.3562
	0
	
	
	

	
	
	 
	 
	 
	 
	 
	
	
	

	
	
	MS2I_LCPIW
	N
	-2.40
	0.0165
	2
	
	
	

	
	
	
	C
	-2.37
	0.1512
	3
	
	
	

	
	
	
	C,T
	-2.37
	0.3938
	4
	
	
	

	
	
	 
	 
	 
	 
	 
	
	
	

	
	
	MS2I_LCPIG
	N
	-2.70
	0.0072
	5
	
	
	

	
	
	
	C
	-2.69
	0.0784
	5
	
	
	

	
	
	
	C,T
	-2.68
	0.2459
	5
	
	
	


Tables 10: Critical values for PP

	 
	1% level
	5% level
	10% level

	N
	-2.574245
	-1.942099
	-1.615852

	C
	-3.456408
	-2.872904
	-2.5729

	C,T
	-3.995189
	-3.427902
	-3.13731


Table 11: VAR Lag Order Selection Criteria (log(cpig), log(ms2i))

	Exogenous variables: C

	Sample: 1995M12 2007M06

	Included observations: 139

	 
	 
	 
	 
	 
	 
	 

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	 
	 
	 
	 
	 
	 
	 

	0
	291.27
	NA 
	4.28E-05
	-4.38
	-4.34
	-4.37

	1
	822.44
	  1038.209*
	  1.45e-08*
	 -12.37034*
	 -12.23931*
	 -12.31710*

	2
	824.32
	3.62
	1.50E-08
	-12.34
	-12.12
	-12.25

	3
	827.01
	5.09
	1.53E-08
	-12.32
	-12.01
	-12.19

	4
	830.27
	6.07
	1.55E-08
	-12.31
	-11.91
	-12.15

	5
	831.55
	2.36
	1.62E-08
	-12.27
	-11.79
	-12.07

	6
	831.73
	0.33
	1.71E-08
	-12.21
	-11.64
	-11.98

	7
	833.51
	3.16
	1.77E-08
	-12.17
	-11.52
	-11.91

	8
	837.61
	7.13
	1.77E-08
	-12.18
	-11.43
	-11.87

	9
	839.35
	2.99
	1.84E-08
	-12.14
	-11.31
	-11.80

	10
	840.23
	1.47
	1.93E-08
	-12.09
	-11.18
	-11.72

	11
	842.63
	3.98
	1.98E-08
	-12.07
	-11.07
	-11.66

	12
	843.34
	1.14
	2.08E-08
	-12.02
	-10.93
	-11.58

	13
	846.86
	5.60
	2.10E-08
	-12.01
	-10.83
	-11.53

	14
	848.87
	3.14
	2.17E-08
	-11.98
	-10.72
	-11.47

	15
	852.51
	5.56
	2.19E-08
	-11.98
	-10.62
	-11.43

	 
	 
	 
	 
	 
	 
	 

	 * indicates lag order selected by the criterion

	 LR: sequential modified LR test statistic (each test at 5% level)

	 FPE: Final prediction error

	 AIC: Akaike information criterion

	 SC: Schwarz information criterion

	 HQ: Hannan-Quinn information criterion


Table 12: VAR Lag Order Selection Criteria (log(cpiw), log(ms2i))

	Exogenous variables: C

	Sample: 1995M12 2007M06

	Included observations: 132

	 
	 
	 
	 
	 
	 
	 

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	 
	 
	 
	 
	 
	 
	 

	0
	249.33
	NA 
	8.08E-05
	-3.75
	-3.70
	-3.73

	1
	832.20
	1139.23
	  1.25e-08*
	 -12.51811*
	 -12.38707*
	 -12.46486*

	2
	833.40
	2.32
	1.31E-08
	-12.48
	-12.26
	-12.39

	3
	835.45
	3.87
	1.35E-08
	-12.45
	-12.14
	-12.32

	4
	838.61
	5.90
	1.37E-08
	-12.43
	-12.04
	-12.27

	5
	840.37
	3.22
	1.41E-08
	-12.40
	-11.92
	-12.20

	6
	842.57
	3.96
	1.45E-08
	-12.37
	-11.80
	-12.14

	7
	844.82
	4.00
	1.49E-08
	-12.35
	-11.69
	-12.08

	8
	846.39
	2.73
	1.55E-08
	-12.31
	-11.57
	-12.01

	9
	850.42
	6.90
	1.55E-08
	-12.31
	-11.48
	-11.97

	10
	852.11
	2.84
	1.61E-08
	-12.27
	-11.36
	-11.90

	11
	852.98
	1.45
	1.69E-08
	-12.23
	-11.22
	-11.82

	12
	854.67
	2.74
	1.75E-08
	-12.19
	-11.10
	-11.75

	13
	856.17
	2.38
	1.83E-08
	-12.15
	-10.97
	-11.67

	14
	858.54
	3.70
	1.88E-08
	-12.13
	-10.86
	-11.61

	15
	865.96
	  11.34997*
	1.79E-08
	-12.18
	-10.83
	-11.63

	 
	 
	 
	 
	 
	 
	 

	 * indicates lag order selected by the criterion

	 LR: sequential modified LR test statistic (each test at 5% level)

	 FPE: Final prediction error

	 AIC: Akaike information criterion

	 SC: Schwarz information criterion

	 HQ: Hannan-Quinn information criterion


Table 13: VAR Lag Order Selection Criteria (log(cpiw), log(cpii))

	Exogenous variables: C

	Sample: 1995M12 2007M06

	Included observations: 139

	 
	 
	 
	 
	 
	 
	 

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	 
	 
	 
	 
	 
	 
	 

	0
	374.99
	NA 
	1.60E-05
	-5.37
	-5.32
	-5.35

	1
	1002.95
	1228.82
	2.02E-09
	-14.34
	-14.22
	-14.29

	2
	1015.63
	24.45
	1.78E-09
	-14.47
	 -14.25839*
	 -14.38371*

	3
	1018.79
	6.01
	1.80E-09
	-14.46
	-14.16
	-14.34

	4
	1019.96
	2.17
	1.88E-09
	-14.42
	-14.04
	-14.26

	5
	1021.23
	2.35
	1.96E-09
	-14.38
	-13.91
	-14.19

	6
	1023.03
	3.26
	2.02E-09
	-14.35
	-13.80
	-14.12

	7
	1027.14
	7.32
	2.02E-09
	-14.35
	-13.71
	-14.09

	8
	1032.82
	9.98
	1.97E-09
	-14.37
	-13.65
	-14.08

	9
	1040.85
	13.86
	1.86E-09
	-14.43
	-13.63
	-14.10

	10
	1044.73
	6.58
	1.87E-09
	-14.43
	-13.54
	-14.07

	11
	1050.80
	10.14
	1.81E-09
	-14.46
	-13.49
	-14.06

	12
	1057.98
	  11.77720*
	1.74E-09
	-14.50
	-13.45
	-14.07

	13
	1062.54
	7.34
	  1.73e-09*
	 -14.51131*
	-13.37
	-14.05

	14
	1064.62
	3.30
	1.78E-09
	-14.48
	-13.26
	-13.99

	15
	1067.05
	3.77
	1.83E-09
	-14.46
	-13.15
	-13.93

	 
	 
	 
	 
	 
	 
	 

	 * indicates lag order selected by the criterion

	 LR: sequential modified LR test statistic (each test at 5% level)
	 
	 

	 FPE: Final prediction error

	 AIC: Akaike information criterion

	 SC: Schwarz information criterion

	 HQ: Hannan-Quinn information criterion


Table 14: Unrestricted Cointegration Rank Test (Trace Statistic, maximum eigenvalue)(GS,I)

	 
	 
	H0
	Ha
	Trace statistics
	Critical Value 5%
	 
	Max-Eigen statistics
	Critical Value 5%

	LRtrace
	None
	r = 0
	r = 1
	18.06354
	15.49471
	LRmax
	15.69593
	14.2646

	
	At most 1
	r ≤ 1
	r = 2
	2.367607
	3.841466
	
	2.367607
	3.841466


Table 15:Unrestricted Cointegration Rank Test (Trace Statistic, maximum Eigenvalue)(GS,MS2)

	 
	 
	H0
	Ha
	Trace statistics
	Critical Value 5%
	 
	Max-Eigen statistics
	Critical Value 5%

	LRtrace
	None
	r = 0
	r = 1
	20.51275
	15.49471
	LRmax
	15.84734
	14.2646

	
	At most 1
	r ≤ 1
	r = 2
	4.665413
	3.841466
	
	4.665413
	3.841466


Table16:Unrestricted Cointegration Rank Test (Trace Statistic, maximum Eigenvalue)(RWB,I)

	 
	 
	H0
	Ha
	Trace statistics
	Critical Value 5%
	 
	Max-Eigen statistics
	Critical Value 5%

	LRtrace
	None
	r = 0
	r = 1
	21.43088
	15.49471
	LRmax
	15.69593
	14.2646

	
	At most 1
	r ≤ 1
	r = 2
	2.555755
	3.841466
	
	2.367607
	3.841466


Table 17: Unrestricted Cointegration Rank Test (Trace Statistic, maximum Eigenvalue)(system)

	 
	 
	H0
	Ha
	Trace statistics
	Critical Value 5%
	 
	Max-Eigen statistics
	Critical Value 5%

	LRtrace
	None
	r = 0
	r = 1
	71.74
	63.88
	LRmax
	33.23
	32.12

	
	At most 1
	r ≤ 1
	r = 2
	38.51
	42.92
	
	20.67
	25.82

	
	At most 2
	r ≤ 2
	r = 3
	17.83
	25.87
	
	11.87
	19.39


Table 18: The cointegration equation estimators

	 Sample (adjusted): 1995M12 2006M11

	 Included observations: 132 after adjustments

	t-statistics in [ ]

	 
	 
	 
	 
	 

	Cointegrating Eq: 
	CointEq1
	 
	 
	 

	 
	 
	 
	 
	 

	LOG(CPIG(-1))
	1
	 
	 
	 

	 
	 
	 
	 
	 

	LOG(CPIW(-1))
	6.58993
	 
	 
	 

	 
	[ 4.67791]
	 
	 
	 

	 
	 
	 
	 
	 

	LOG(CPII(-1))
	-3.568432
	 
	 
	 

	 
	[-3.84532]
	 
	 
	 

	 
	 
	 
	 
	 

	LOG(MS2I(-1))
	0.154193
	 
	 
	 

	 
	[ 0.47116]
	 
	 
	 

	 
	 
	 
	 
	 

	@TREND(70M01)
	-0.018484
	 
	 
	 

	 
	[-4.59045]
	 
	 
	 

	 
	 
	 
	 
	 

	C
	-14.58436
	 
	 
	 

	 
	 
	 
	 
	 

	Error Correction:
	D(LOG(CPIG))
	D(LOG(CPIW))
	D(LOG(CPII))
	D(LOG(MS2I))

	 
	 
	 
	 
	 

	CointEq1
	-0.02898
	-0.056206
	-0.002766
	0.003164

	 
	[-2.31988]
	[-5.27791]
	[-0.39377]
	[ 0.18679]


Table 19:The Estimated Vector Error Correction Estimates
	Vector Error Correction Estimates

	 Sample (adjusted): 1995M12 2006M11

	 Included observations: 132 after adjustments

	 t-statistics in [ ]

	CointEq1
	-0.02898
	-0.056206
	-0.002766

	 
	[-2.31988]
	[-5.27791]
	[-0.39377]

	 
	 
	 
	 

	D(LOG(CPIG(-1)))
	-0.004289
	0.17854
	0.035711

	 
	[-0.04235]
	[ 2.06781]
	[ 0.62699]

	 
	 
	 
	 

	D(LOG(CPIG(-2)))
	-0.019541
	0.136494
	0.108025

	 
	[-0.19057]
	[ 1.56144]
	[ 1.87333]

	 
	 
	 
	 

	D(LOG(CPIG(-3)))
	-0.074021
	-0.006009
	0.036739

	 
	[-0.71813]
	[-0.06839]
	[ 0.63382]

	 
	 
	 
	 

	D(LOG(CPIW(-1)))
	0.294232
	0.12562
	-0.066144

	 
	[ 2.53742]
	[ 1.27079]
	[-1.01434]

	 
	 
	 
	 

	D(LOG(CPIW(-2)))
	0.173341
	-0.013393
	-0.141856

	 
	[ 1.50853]
	[-0.13673]
	[-2.19528]

	 
	 
	 
	 

	D(LOG(CPIW(-3)))
	0.145864
	0.017375
	-0.056462

	 
	[ 1.25592]
	[ 0.17549]
	[-0.86450]

	 
	 
	 
	 

	D(LOG(CPII(-1)))
	-0.00569
	-0.09739
	0.468316

	 
	[-0.03279]
	[-0.65826]
	[ 4.79841]

	 
	 
	 
	 

	D(LOG(CPII(-2)))
	-0.162594
	0.084471
	0.046701

	 
	[-0.85865]
	[ 0.52328]
	[ 0.43856]

	 
	 
	 
	 

	D(LOG(CPII(-3)))
	0.019635
	-0.089761
	-0.013389

	 
	[ 0.11322]
	[-0.60713]
	[-0.13729]

	 
	 
	 
	 

	D(LOG(MS2I(-1)))
	-0.011663
	0.055215
	0.067811

	 
	[-0.17420]
	[ 0.96738]
	[ 1.80105]

	 
	 
	 
	 

	D(LOG(MS2I(-2)))
	0.088946
	0.006552
	-0.000802

	 
	[ 1.34766]
	[ 0.11645]
	[-0.02162]

	 
	 
	 
	 

	D(LOG(MS2I(-3)))
	0.114048
	0.058014
	-0.019896

	 
	[ 1.72829]
	[ 1.03129]
	[-0.53615]

	 
	 
	 
	 

	C
	-0.00053
	0.001473
	0.001363

	 
	[-0.40801]
	[ 1.32937]
	[ 1.86436]

	 
	 
	 
	 

	 R-squared
	0.142017
	0.259971
	0.317529

	 Adj. R-squared
	0.047494
	0.178443
	0.242342

	 Akaike information criterion
	 
	-26.71333
	 

	 Schwarz criterion
	 
	-25.38112
	 


Table 20: the Estimation Results of the VAR Model 1995.12-2007.06

	 
	LOG(CPIG)
	LOG(CPIW) 
	LOG(CPII)
	LOG(MS2I)  

	LOG(CPIG(-1))
	0.87
	-0.06
	-0.02
	0.09

	LOG(CPIG(-2))
	-0.07
	-0.10
	0.08
	0.03

	LOG(CPIG(-3))
	0.00
	-0.09
	-0.10
	-0.05

	 
	 
	 
	 
	 

	LOG(CPIW(-1))   
	0.21
	0.94
	-0.05
	0.06

	LOG(CPIW(-2))   
	-0.10
	-0.12
	-0.07
	0.05

	LOG(CPIW(-3))   
	-0.05
	0.16
	0.12
	-0.11

	 
	 
	 
	 
	 

	LOG(CPII(-1))  
	-0.01
	0.04
	1.38
	0.13

	LOG(CPII(-2))  
	0.00
	0.22
	-0.45
	0.21

	LOG(CPII(-3))  
	0.05
	-0.2
	0.02
	-0.36

	 
	 
	 
	 
	 

	LOG(MS2I(-1))
	0.05
	-0.23
	0.02
	-0.36

	LOG(MS2I(-2))
	0.11
	-0.05
	-0.07
	-0.16

	LOG(MS2I(-3))
	-0.10
	0.01
	0.03
	0.14

	  C   
	0.19
	0.06
	0.14
	0.03

	 Adj. R-squared                    
	0.9891
	0.9958
	0.9967
	0.9983


Table 21 : Weak Exogeneity Test (two variables)

	 
	prob.
	Decision at 5%

	Ho: weak exogeneity (log(cpii)) for cpiw
	0.049527
	Not weak

	Ho: weak exogeneity (log(ms2i)) for cpiw
	0.001405
	Not weak

	Ho: weak exogeneity (log(ms2i)) for cpig
	0.005467
	Not weak


Table 22: Weak Exogeneity Test (whole system)

	 
	prob.
	Decision at 5%

	Ho: weak exogeneity (log(cpii)) for the system
	0.049527
	Not weak

	Ho: weak exogeneity (log(ms2i)) for system
	0.001405
	 weak


Table 23: Forecasting results for WB & GS from estimation VAR model
	Vector Autoregression (VAR)

	
	One Lag
	Three Lags

	Criteria\Region
	Rest of West Bank
	Gaza Strip
	Rest of West Bank
	Gaza Strip

	Mean Absolute Percentage Error
	5.65
	6.65
	4.60
	6.38

	Theil Inequality Coefficient
	1.63
	2.63
	0.83
	1.22

	
	
	
	
	


Table 24: Summary statistics for forecast errors
	
	Rest of West bank
	Gaza Strip

	Criteria\Structural Model
	Unrestricted VAR
	Restricted VAR (VECM)
	Unrestricted VAR
	Restricted VAR (VECM)

	Mean Absolute Percentage Error
	4.6040
	14.2976
	6.3791
	17.2158

	Theil Inequality Coefficient
	0.0062
	0.0283
	0.00843
	0.0448


B. Figures 
Figure 4: Scattergrams of West Bank and Israeli inflation rates
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4.c.
1996 - 2007

                     4.d.  1970 – 2007
Figure 5: Scattergrams of Gaza Strip and Israeli Inflation rates.
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5.a.
1970 - 1985
                        
5.b. 
1986 -1995
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Figure6: Consumer Price Index in Israel for the Period 1995.12 To 2007.06
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Figure7: Consumer Price Index in West Bank for the Period 1995.12 To 2007.06

[image: image35.emf]4.5

4.6

4.7

4.8

4.9

5.0

5.1

96 97 98 99 00 01 02 03 04 05 06

Log( West Bank'sConsumer Price Iindex )


[image: image44.png]


Figure8: Consumer Price Index in Gaza Strip for the Period 1995.12 To 2007.06

Figure9: Money Supply in Israel for the Period 1995.12 To 2007.06
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Figure10: Impulse response Function (VAR model) of the Consumer Price Index in Gaza Strip (CPIG) and Rest West Bank (CPIW) to a One Standard Deviation money supply in Israel (ms2i) 
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Figure 11: Impulse response Function (VEC Model) of the Consumer Price Index in Gaza Strip (CPIG) & Rest West Bank (CPIW) to a One Standard Deviation money supply in Israel (ms2i)
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Table12: Cointegration Graph 
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Figure13: In-Sample forecasts for CPIW & CPIG (VAR 1-lags)
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Figure 14: In-Sample forecasts for CPIW & CPIG (VAR 3-lags)
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Figure 15: Actual Values and Forecast for Gaza Strip Consumer Price Index
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Figure 16: Actual Values and Forecast for West Bank Consumer Price Index
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C. Single Equation of ECM:
D(LCPIG) = 0.001 + 0.48*D(LCPIW) - 0.097*RES(CPIG_LCPIW)(-1) 





(5.9)
        (-2.83)

Adjusted R2 = 0.24


D.W. = 1.98
D(LCPIG) = 0.003-0.007*D(LMS1I) -0.08*RES(CPIG_LMS1I)(-1)




(-0.43)
        
(-3.03)

Adjusted R2 = 
0.06

D.W. = 1.77
D(LCPIG) = 0.002 +0.1*D(LMS2I) -0.09*RES(CPIG_LMS2I)(-1)




(1.57)
       
 (-2.21)

Adjusted R2 = 0.03


D.W. = 1.74
---------------------------------------------------

D(LCPIW) = 0.002 + 0.43*D(LCPIG) -0.01*RES(CPIW_LCPIG)(-1)




(5.99)
 
  (-0.77)

Adjusted R2 = 0.199


D.W. = 2.08
D(LCPIW) = 0.002+0.48*D(LCPII) -0.03*RES(CPIW_LCPII)(-1)

              

        (4.01)
                    (-2.08)

Adjusted R2 = 0.11


D.W. = 1.84
D(LCPIW) = 0.004 + 0.003*D(LMS1I)-0.8*RES(CPIW_LMS1I)(-1)




(0.19)
      
 (-2.94)

Adjusted R2 = 
0.052

D.W. = 1.8
D(LCPIW) = 0.003 +0.105*D(LMS2I)-0.05*RES(CPIW_LMS2I)(-1)




(1.8)
         
   (-1.74)
Adjusted R2 = 
0.027

D.W. = 1.83
---------------------------------------------------

D(LCPII) = 0.002 +0.105*D(LCPIG) -0.023RES(CPII_LCPIG)(-1)




(1.98)
        (-2.03)

Adjusted R2 = 
0.037

D.W. = 1.03
D(LCPII) = 0.002 +0.23*D(LCPIW) -0.05*RES(CPII_LCPIW)(-1)




(4.22)
            (-2.78)

Adjusted R2 = 
0.134

D.W. = 1.06
D(LCPII) = 0.003 +0.001*D(LMS1I) -0.05*RES(CPII_LMS1I)(-1)




(0.11)
     
 (-3.8)

Adjusted R2 = 
0.088

D.W. = 1.07
D(LCPII) = 0.002 + 0.11*D(LMS2I) -0.06*RES(CPII_LMS2I)(-1)




(2.87)
    
  (2.18)

Adjusted R2 = 0.07

D.W. = 1.14 

---------------------------------------------------

D(LMS1I) = 0.01-0.22*D(LCPIG) - 0.06*RES(MS1I_LCPIG)(-1)




(-0.48)
    
  (-1.92)


Adjusted R2 = 
0.019

D.W. = 2.8
D(LMS1I) = 0.01 -0.09*D(LCPII)-0.04*RES(MS1I_LCPII)(-1)




(-0.13)     
 (-1.6)


Adjusted R2 = 
0.005

D.W. = 2.8
D(LMS1I) = 0.009 + 0.07*D(LCPIW) - 0.169*RES(MS1I_LCPIW)(-1)




(0.144)
     
 (-3.27)


Adjusted R2 = 
0.66

D.W. = 2.6
D(LMS1I) = 0.004 +0.68*D(LMS2I) - 0.08*RES(MS1I_LMS2I)(-1)




(-2.35)
    
  (-2.35)


Adjusted R2 = 
0.047

D.W. = 2.73
---------------------------------------------------

D(LMS2I) = 0.008 + 0.19*D(LCPIG) - 0.048*RES(MS2I_LCPIG)(-1)




(1.6)
    
  (-3.06)


Adjusted R2 = 0.064


D.W. = 1.76
D(LMS2I) = 0.007+ 0.53*D(LCPII) - 0.03*RES(MS2I_LCPII)(-1)




(2.86)                (-1.62)


Adjusted R2 = 
0.06

D.W. = 1.84
D(LMS2I) = 0.008 + 0.24*D(LCPIW) - 0.04*RES(MS2I_LCPIW)(-1)




(1.87)
     
(-2.27)


Adjusted R2 = 0.043


D.W. = 1.75
D(LMS2I) = 0.008 + 0.05*D(LMS1I) -0.04*RES(MS2I_LMS1I)(-1)




(2.25)
    
(-3.21)

Adjusted R2 = 0.08 


D.W. = 1.73
---------------------------------------------------

� In addition to these currencies Gaza Strip uses also the Egyptian Pound.  


� The CPI is calculated by dividing the cost of the basket in period t by its cost in the base period then all are multiplied by 100. 


� Daoud, Yousef. 1999, "Are Palestinian and Israeli Prices Getting Further Apart: A time Series Analysis".


�Where: 


                 M1=money in circulation, M2=money +Qausi money 


�Israeli Central Bank Site is:  (� HYPERLINK "http://www.bankisrael.gov.il/series/en/export/excel/?series=cp&start=1970-01&end=2007-06" ��www.bankisrael.gov.il/series/en/export/excel/?series=cp&start=1970-01&end=2007-06�).





� The ADF is applied by using an automatic lag-length option, then the Dickey and Fuller (1979) critical values are used to reject or accept H0 according to the property; if the absolute value of t_statistic is greater than the critical value, then H0 is rejected (H0 series Yt has a unit root).





� Maddala and In-Moo Kim, "Unit roots, cointegration, and structural change". p.189. 1998 


� The standard critical values can't be used to investigate the stationary of residuals, since the test here is based on estimates, the critical values must be adjusted. Instead it is possible to use the Engle & Yoo (1987) critical.


� Yousef Daoud, Are Palestinian and Israeli Prices getting Further Apart: A time Series Analysis, (1999)


�  Is equal to (Yt-1 –A*X t-1)  which may contain intercept, intercept and trend or neither  


� The estimation procedure of any equation in this kind of VEC assumes that the variable in the right hand of equation is weakly exogenous for the variable in the other side. This assumption will be tested  in this paper.


� The long run and short run impacts of exchange rate devaluation on Pakistan's trade performance, 2003


� Bruggemann, Ralf. Source of German Unemployment: A structural Vector Error Correction Analysis, Oct. 2003.


� Hamelton James. Time series analysis, Princeton university press, pp 574 – 580, 1994.


� Hamad, O. 2000. "Monetary policy in Absence of a National Currency and Under Currency Board in West Bank and Gaza Strip". MAS


� Numbers in (           ) are t_statistic. 
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