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Title: Analysis of shocks affecting Europe: EMU and some Central and Eastern acceding
countries

Abstract:

This paper deals with the synchronization of bussneycles and economics shocks between
euro area and acceding countries. We thereforeaaxthe business cycle component of
output by using Hodrick-Prescot filter. Supply addmand shocks are recovered from
estimated structural VAR models of output growthd amflation using long run restriction
(Blanchard and Quah). We then check the (A) symyngftithese shocks by calculating the
correlation between euro area shocks and thoseedfitferent acceding countries.

We find that several acceding countries have adugh correlation of demand shocks with
the euro area however supply shocks are asymmgtdc;orrelation between euro area and
CEECs is negative. We therefore conclude thatngirthe European Monetary Union is not
yet possible, central and eastern countries havendake structural changes to join the
European Monetary Union.

Keys Words: Central and Eastern countries, euro area, SVAR msodéodrick- Prescott
filter, symmetric-asymmetric shocks.

Résumeé :

Cet article traite de la corrélation des cycledest chocs entre la zone euro et les petits pays
européen en cours d'adhésion. Dans un premier tenqass comparons les composantes
cycliques des différents pays de notre échantdlorse servant du filtre d’Hodrick-Prescot,
une meilleure synchronisation des cycles signifie des pays en cours d’adhésion sont
convergents et donc une possible intégration a MUgerait envisageable. Dans un second
temps et dans le but d’identifier les chocs subislgs pays en question, nous mobilisons un
modeéle VAR structurel dont les variables sont ladpiction et les prix. Le calcul de la
corrélation entre les chocs nous enseigne sur tarengdymétrique ou asymeétrique de ces
derniers. L'analyse des fonctions d’impulsions et ld décomposition de la variance de
I'erreur de prévision stipule que les chocs de dalmasont positivement corrélés entre la
zone euro et les pays candidats. En revanchehtes a’offre sont asymétriques, ce qui nous
laisse supposer que l'intégration de 'UEM est Idiétre envisageable pour une grande partie
des pays candidats a l'adhésion. Enfin l'articlackéve par l'interprétation des résultats
trouveés et les différentes recommandations qu’assglen tirer.

Mots-clés : Choc d'offre et choc de demande, Zone euro, Pay<dutre et de I'Est
candidats a I'adhésion, Synchronisation des cydese monétaire optimale, VAR structurel,
Filtre d’'Hodrick-Prescott.



Introduction:

Our main objective is to evaluate the correlatidrbosiness cycles within the Euro area,
between the euro area and acceding countries. Wi twaassess whether the European
countries are confronted to symmetrical shocksaiifarea, a zone or a country are hit by
similar shocks) or rather asymmetrical (i.e. if giecks and/or their impacts are not similar).
Our investigation on the nature of business cyalas shocks correlation within Europe leads
us to the optimal currency areas theory.

The main contributions on optimal currency areasotix are those of Mundell (1961),
followed by Mckinnon (1963) and Kenen (1969), whigkre considered as the base to later
studies. Their objective was to identify the maiitecia of a possible integration of a country
to a monetary area. The strategy consists in iyamgi benefit and costs which a given
country can try out by joining the monetary arelabénefits for each country wishing
integration are positive and higher than costs, eteny area is called as optimal. In addition,
if a consensus exists on the positive benefit &ffet integration at a microeconomic level,
like transaction costs fall or also more transpeyerOn the other hand, there is more
skepticism about costs; the main cost is certalmyloss of the monetary policy instrument at
a national level (for example foreign exchange)rate mechanism of stabilization against
macroeconomic fluctuations which affect only oneirttoy of the zone or the whole of its
countries in different ways (asymmetrical shocHs)is kind of shock cannot be absorbed by
a common policy, an alternative adjustment mechaissnecessary to stabilize the economy.
Our paper is placed in this context; one of ourlg@@to see whether Europe can form an
optimal currency area. To answer this, we will ¢hbee way business cycles evolve/move in
euro area, and in CEECs countries. The aim isgesai$ a synchronization of business cycles
between euro area and small acceding economiesuirse of integration does really exist,
because a better synchronization means that Eurogeantries become increasingly
convergent, and thus a loss of monetary instrundes not constitute a danger to the
economy. To conclude this comparative analysis udiress cycles, we will use Hodrick-
Presscott filtering method.

Thereafter, to improve our results, and to be &blelarify synchronization or differences in
business cycles evolution found before, we estinmatgructural VAR model (SVAR), in
order to discover supply and demand shocks affgdEmropean countries, and especially to
see whether these countries are affected by synemetrasymmetric shocks which is

essential in determination of the optimality of theo area.



The methodology suggested by Bayoumi and Eincheng(&@992), placed in the line of
Blanchard and Quah work, constitutes our base eskwaodeed, the principal assumption of
their model is there were two kinds of shocks: &koaffecting the demand curve (for
example those due to monetary policy changes) &wdks affecting supply curve (like
technological changes). As for Blanchard and Quabet it is clear that demand and supply
shocks have different effects on output and prifesipply shocks have permanent effects on
production, demand shocks have only temporary onghe other hand the two shocks have
permanent effects on price.

One then can be able to introduce these assumptitmsa structural VAR model whose
variables are production and prices in order tocklsupply and demand shocks, and their
effects on economic variables (through impulse @msp function and variance
decomposition).

Finally this paper will be ended by mentioning fesand declaring recommendations.

1. Business cycle and optimal currency areas theory

The optimal currency areas theory appears with diiginal work of Mundell (1961)
Mundell estimated that a country could find it adtzegeous to peg the external value of its
currency to another country when the two count@siness cycles are strongly correlated. In
practice, a perfect correlation does not exist,thatproblem of asymmetrical shocks will be
alleviated if there were factors of production mitypbetween countries and areas. The fiscal
policy and labour market flexibility can also reg#a the traditional mechanisms of
adjustment.

After the breakdown of the Bretton Woods systenpsinmal currency area analysis became a
regular tool to evaluate the desirability of a matar country to adopt a fixed exchange rate.
In the European case, currency area analysis exvélaht mobility on labour market is rather
low.

Important empirical works was carried out to eveuaptimal currency area theory before the
introduction of European Monetary Union. The madujeative of these empirical studies was
the evaluation of business cycle correlation behnbe German economy and other potential

countries.

! Mundell, R.1961. “A Theory of Optimum Currency A”. American Economic Review. 51 (1). pp. 657-665
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An influential contribution by Bayoumi and Eichergn (1992 consists in discovering

demand and supply shocks in the prospective mendfetise monetary union, using the

technique developed by Blanchard and Quah (198% starting point of their analysis is

that an economy can be hit by either supply or aehshocks. These shocks are identified

using long run restrictions; long term impact ohédad shocks on production is zero, only

supply shocks can have long term effects on praoluctin addition, Bayoumi and

Einchengreen designate another kind of restricbonidentification - (Over-identifying),

which stipulates that accumulated effects of supghgd demand shocks on prices are

respectively negative and positive.

In this section, we try to survey the literatureatiing on the evaluation of the criteria of the

optimal currency area, in particular those relai@dhe newest members of the monetary

union and to the potential candidates to adhesion.

We then apply business cycle correlation critetioreuro area and to Eastern and central

European countries candidates to join the Euro. area

1.1. Review of the literature on business cyclesreelation within Europe

Table 1. Review of the literature on business cydecorrelation betweenEuro area and

acceding countries

Country of

Authors, year Country Method Frequency reference
Boone, Maurel CZ, HU, Hodrick-prescot
(1998) PL, SSL |Filter Monthly data Germany
Frenkel CE5, BG, |Demand and supply
(1999) EE, LV shocks Quarterly data Germany

Demand and supply
Horvath (2000) CES5, B3 |shocks Quarterly data Germany
Korhonen CES5, B3
(2001,2003) , RO VAR Monthly data Euro area
Fidrmuc Correlation of GDP
(2001, 2004) CE10 and of IPC Quarterly data Germany
Frenkel, Nickel CE5, BG, |Demand and supply
(2002) EE, LV shocks Quarterly data Euro area
Babetski et al. CE5, EE, |Demand and supply
(2002, 2004) LV, RO shocks Quatrterly data European Uni

2 Bayoumi, T. and Eichengreen, B.1992. « Shockingess of European Monetary Integration”. NBER

Working paper.N°3949.



IS, CZE,
HU, PL, Demand and supply

Maurel (2002) RO shocks Quarterly data Germany
Fidrmuc, Korhonen Demand and supply
(2004) CE10 shocks Quarterly data Euro area
Artis et al. (2004) CE5, B3 Band Pas Filter Monttta Euro area
Demanyk,
Volosovych Correlation of
(2004) CE5, B3 | GDP growth rate Quarterly data Europe of the
Darvas, Szapary
(2004) CE5, B3 HP and BP Filter Quarterly data Eanen
Ramos, Surinach Demand and supply
(2004) CES5, B3 |shocks Quarterly data Euro area

Correlation of the

GDP
IMF (2000) CE10 and of the IPC Annual data Germany

Hodrick-Prescot
Boreiko (2002) CE10 filter (IP) Monthly data Germany
Luikmel, Randveer Hodrick-Prescot
(2003) EE Filter (GDP) Quarterly data Euro area

Source Fidrmuc and Korhonen .2004:The Euro goes East: Implications of the 2000-20@®n&mic

Slowdown for Synchronization of Business cyclesueen the Euro-area and CEECs

Ind: CE4: Czech Republic, Hungary, Poland and H@yaCE5: CE4 plus Slovenia, BEstonia,Latvia
andLithuania, BG: Bulgaria, CZ- Czech Republic, EEstdhia, HU - Hungaryl.VV - Latvia, LT-Lithuania,
PL-Poland, RO-Romania, SSL-Slovenia, CE10- all toes

The table above lists the studies related to theluation of business cycles correlation
between the euro area and the countries applyingdoession. We immediately notice the
diversity of the used methods; while several studake the simplest method, consisting in
filtering the series around their trends to be abldetermine business cycles (through several
techniques like Hodrick-Prescott filter), only feantributions use the VAR methodology.

To summarize these studies, we can identify thedegories of approaches in the literature
treating on cyclical correlation between euro araasl acceding countries. In the first
category, work has focused on a simple correlabbran indicator of the incorporated

product, the GDP or the inflation rate for example.
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In the second category, business cycles correlatcanalyzed mainly through the use of
various filters (including Hodrick-Prescot filtdBand-Pass filter...).

In the third category, structural VAR models wesed to identify shocks affecting various
countries.

While the first approach prevails in older analyst#ee last two ones dominate recent
discussions.

For this reason, we propose, in what follows, aemewof the literature working under these
last two recent analyses.

In a first group of studies, one used various mesgmsants of business cycles correlation
between euro area (European Union) and CEECs.

Boone and Maurel (1998)calculate the coefficients of correlation betweeyclical
components of industrial production and unemployimeates for a selection of country
applying for accession compared to those of Germang European Union. Cyclical
component of business cycle indicator is obtaindth whe help of Hodrick-Prescott filter.
They generally find a higher degree of businessesycorrelation between acceding countries
and Germany. This implies a relatively low costcase of giving up monetary sovereignty
and joining a monetary union with Germany.

They find a similar result in their study of 1998 using a different method: this one consists
in determining the share of the variation in themployment rate which can be explained by
a shock accured in Germany or within European Union

Artis and Al (2004} and Darvas and Szapary (200dgscribe business cycle of acceding
countries by using the Band-Pass filter. The pugpafsArtis and Al (2004) was to identify
business cycles for each country individually. THiegd that business cycles of Hungary and
Poland are generally more similar to those of ewea.

Darvas and Szapary work is considerably differeomf other investigations. Indeed, they
were interested in the expenditure behaviour anthernvarious components of GDP. They
find that GDP, industrial production and exportsHaingary, of Poland and Slovenia had
started a high degree of correlation with thosthefeuro area. However, private consumption

and services are not correlated, even within thiesse countries. Darvas and Szapary were

% Boone, L. and Maurel, M.1998. “Economic Convergenf the CEECs with the EU”. CEPR Discussion
Paper. N°2018. London 1998.
* Boone, L. and Maurel, M. 1999. “An Optimal Currgndrea Perspective of the EU Enlargement to the
CEECs". CEPR Working Paper. N°2119.
® Artis, M., Marcellino, M. and Proietti, T.2004 Gharacterizing the Business Cycle for Accessionr@ies ».
CEPR Discussion Papers. N° 4457. Centre for Econ®wlicy Research. June.
® Darvas, Z. et Szapary, G. 2004. « Business Cyghel8onization in the Enlarged EU: Comovement$ian t
New and Old Members ». CEPR Discussion Paper. R&@5Centre for Economic Policy Research.
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also interested in the evolution of correlationagteding countries with euro area through
time. Their results are not very conclusive sinbe torrelation of GDP business cycle
increased roughly in half of the studied countvigreas it dropped in the other half.

Other studies like those of Frenkel al. (199%renkel and Nickel (200%) Fidrmuc and
Korhonen (2001, 2003,2004), use an approach sitaldrat of Bayoumi and Eichengreen in
order to identify supply and demand shocks of vexi&tates including the majority of
countries applying for accession.

Frenkel and Al (1999), find that the correlationsbiocks is quite high between the euro area
and in the non participating EU member states. Hewethis correlation is weaker between
euro area (represented by Germany and Franceharatteding countries.

Unfortunately result taking from these studiesifBalilt to interpret, probably because of the
data used for estimation. Indeed, Frenkel et a. qusarterly data extending from the first
quarter of 1992 to the second quarters of 1998tithe period is quite short to draw robust
conclusions. Therefore Frenkel and Nickel (2002) kged a longer sample for the same
group of country. However their conclusions are very different from those resulting from
their basic study.

Fidrmuc and Korhonen (20FLassess supply and demand shocks correlation betieee
acceding countries and the EMU countries for agoeaxtending from1994 to 2000. They
find divergent results between acceding countNgkile some countries, like Hungary and
Estonia are positively correlated with the eurcaaher countries like Lithuania, Slovakia
and the Czech Republic present a negative cowalatith the euro area. They also claim that
demand shock correlation is in general less sttbag that of supply shocks. Fidrmuc and
Korhonen conclude their analysis by an interestemgark: they find that supply shocks in
some acceding countries are at least as well ebedkiwith euro area shocks as in much of
some smaller members of the EMU (like Portugal, Gneece).

Korhonen (2003f examines the monthly indicators of industrial pretibn in euro area and
nine countries applying for accession. To analyee dorrelation, he uses a separate VAR

models on production of the euro area and produdtioeach of the acceding countries.

" Frenkel, M., Nickel, C. et Schmidt, G.1999. « Sashecking Aspects of EMU Enlargement ». Researdie No
N°99-4. Deutsche Bank. Frankfurt.

8 Frenkel, M., Nickel, C. 2002. « How Symmetric #ne Shocks and the Shock Adjustment Dynamics betwee
the Euro Area and Central and Eastern European tGesh ». Working Paper. N° 02/222, IMF.Washington
D.C.

° Fidrmuc, J. et Korhonen, 1. 2001. « SimilaritySxfpply and Demand Shocks between the Euro Areghend
CEECs ». BOFIT Discussion Paper. N°14. Bank ofdfid. Institute for Economies in Transition.Helsink

19 Korhonen, likka.2003. « Some Empirical Tests anltitegration of Economic Activity between the Euro
Area and the Accession Countries: A note ». Ecdo®of Transition. N°11(1). pp. 1-20.
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Positive correlation of impulse function with thesfeeuro area is considered as an evidence
of business cycle symmetry. Korhonen finds that esampplicant countries (particularly
Hungary) show a high degree of correlation with ¢hweo area business cycle. In addition,
correlation seems to be at least as high as in sonadler EMU members like Portugal and
Greece for example.

Recently, Ramos and Surinach (2d84ntroduced monetary shocks as an additional viariab
on structural VAR models. They suggest two possidsl of introduction of these shocks into
their structural VAR model; either through realeirgst rate as in Artis (20038)or through
effective foreign exchange rate as in Clarida aatl (2994)>.

Thus in a first step, they estimate a structuralRvéodel for growth rate of GDP and for
inflation rate in order to identify supply and demashocks. In the second step, they
introduce the monetary shocks by considering tWizmint models; the first is composed of
growth rate of the GDP, inflation rate and reaérest rate, in the second models real interest
rate is replaced by the effective exchange rate.

The result of their studies is surprising enougbeeglly for monetary shocks resulting from
Artis decomposition. Indeed, they find that cortiela of these monetary shocks is similar
between the euro area and acceding countries.

In summary, empirical works seem to indicate thasitess cycles in the most advanced
acceding countries are strongly correlated witlséhof the euro area. This is particularly true

for Hungary and to a lesser extent for Slovenia.
1.2. Business cycles synchronization within Europeorrelation of GDP

In order to check if the countries chosen for qualgsis are affected by common fluctuations,
it is possible relating on the cyclical behaviofieoonomic aggregates, GDP in particular, to
evaluate how these countries evolve/move througle.tBusiness cycles synchronization is
therefore regarded as a sign of convergence betweemonetary Union and countries

applying for its adhesion.

1 Ramos, R. et Surinach, J.2004. « Shocking AsmédEsiropean Enlargement ». Eastern

European Economics. N°42 (5). pp. 36-57.

12 Artis, M. 2003 b. « Analysis of European and EdiKingdom Business Cycles and Shocks ».[available
at].URL: http:/ivww.hm-treasury.go.ukHM Treasury.

13 Clarida, R. et Gali, J.1994. « Sources of Reaharge Fluctuations: How Important are Nominal &koe
NBER Working Paper. N°4658. NBER. Cambridge.




Economies tend to fluctuate around a long term dtreRluctuations around this trend
correspond to the cyclical fluctuations. One of thest used methods in the literature to
assess business cycles is the Hodrick-Prescotitpeh of decomposition (1980). Based on
this method we try to determine the nature of #ation between euro area business cycle
and acceding countries, results drawing from thelysis teach us about optimality (or not )
of a potential monetary union extended to CEECs.

Hodrick-Prescot filtering method has been very sssful in empirical literature, real
business cycle theory used this method to carryewopirical applications. Hodrick and

Prescott propose to decompose a seyje® a cyclical component and in a trend by the help

of this programme of minimization:
T T-1
Min Z(yi _Ti)z +/]Z(Ari+1 _Ari)2
T3 i=2

I, measure the trend component ahi$ an ad- hoc term.

Hodrick-Prescott filter look then in minimizing thequation. The First term of this program

measures the adequacy of the trandvithy,, in other words the adequacy to the cyclical

component deviation; the second corresponds to tteed deviation. The parameter
A represents the weight granted to the second dlgertlative to the first, it measures the
relative importance that one can attaches to thedtflexibility compared to the business
cycles extend. It plays a crucial role in the deposition. The lower the value of this
coefficient is, more flexible the trend will be. &thigher the value is, the less flexible the
trend will be.

Thus if the valued =, the program is summarized to minimize the sectmoch of the

equation. If the value ofl is zero, the trend is identified to the initiatiss (y, = ;).

This filter is considered as a flexible method, daese the choice of the parameterdepends

on the data chronology. For quarterly data, whecthe case of our data, we retains a value of
A=1600.

The data used in our analysis are quarterly datieacted from several databases; Eurostat,
IFS. After filtering the data and their decompasi8 into trend components - cyclical
components, according to HP method (Hodrick-Présqoteviously defined, we make
comparisons between the euro area cyclical comgsrzen those of the Central and Eastern

countries of Europe. Our results are showed indabhk below.
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Table 2. Correlation with euro area business cycle

Country Correlation

Bulgaria 0.13
Croatia 0.15
Estonia 0.08

Hungary 0.59

Latvia 0.58
Lithuania 0.37
Malta 0.32
Poland 0.58
Czech 0.13
Republic

Romania 0.57

*

Slovakia 0.13
Slovenia 0.51

* These values are not significant (prob of 5%)

Source: our estimations

- Results:
Results teach us that all countries have a posdoreelation with the euro area business

cycle. Republic Czech, Slovakia, Bulgaria, Estoamd Croatia represent the weakest
correlations. The values of correlation coefficeeare also not significant. It is clear that,
there is no correlation between these countriestae@uro area business cycle.

Business cycle seems to be well correlated withahthe euro area for Hungary, Poland, and
Slovenid®. These countries present the highest correlatefficients.

The remainder countries also seem to present éiygoand significant correlation with the
euro area. These countries are characterized ®c@momic cycle close to that of the euro
area member; joining the European monetary unidh wmdoubtedly accelerate business
cycle synchronization with that of the euro area.

To sum, our results seem to be encouraging sincehsynization is quite engaged for the
most studied countries. Even, if business cyclesahe countries remains always rather

divergent from that of the euro area.

14 A coefficient of correlation lies between -1 andHbwever, this coefficient is rarely close to tadisit values
that's why we often carries out tests of signifigdy (test of Student) to be able to draw a rdiab
interpretations.

!5 The accession of Slovenia to the euro area catateb our result.
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To confirm or discuss cyclical tendencies results,adopt in the following section a different
method (approach). Our purpose is to assess thieayituctuations sources, in other words
we will identify the sources of disturbances (sh)cland the economic policies responses to

these shocks.

2. Structural VAR model: (A) Symmetry of demand andsupply shocks

In order to see if differences observed in cycliesdencies between euro area and acceding
countries come from shocks differences or from eonun policies responses differences to
these shocks, an alternative econometric methodbeilapplied in this section. It is the
structural VAR methodology which main objective ts identify shocks, their nature
(symmetrical or asymmetrical) and economic aggesgegsponse to these disturbances.

We began by exposing the model of Bayoumi and Eigreen (1992), which is considered in
this context as a standard. We then apply thicstral VAR methodology to the euro area
and to acceding countries.

2 .1. Model of Bayoumi and Eichengreen (1992)

This influential contribution falls in a large emipal literature whose objective is to test the
validity of the optimal currency areas theory.dtarting point is the fact that an economy can
be hit either by demand shocks or by supply shddksiand and supply shocks are identified
by using restrictions on the long run impact of daechshocks on production. Indeed, demand
shocks are supposed to have zero effect on thetéwngproduction, only supply shocks are
supposed to have permanent effect on output.

After identifying the nature and the effects of thaious shocks on economy, Bayoumi and
Eichengreen estimate a VAR model on GNP and prideucopean Community (the Twelve
minus Luxembourg). In order to transform the realdwf each estimated VAR into demand
and supply shock, they apply the decomposition gaae of Blanchard and Quah (1989).
This procedure makes possible the distinction betwemporary and permanent shocks.
Shocks correlation calculated between countrievigeoinformation on the degree of the
asymmetry of real shocks, while impulse responsetions associated to structural VAR
make possible the evaluation of the speed adjustiereach economy to these various
shocks.

In order to evaluate the relative weight of thesecks, the same econometric procedure is
applied to the United States. In addition, Europe dnited States are divided into a “center”
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of countries or States, characterized by symmétbehaviour, and a “periphery”, in which
shocks are less correlated with those of the center

The starting point of the model is the following:

AYt — N al]j a:I.2i edt
{AF’J B ; (azﬂ azz}{ej 1)

Where AY, and AR, respectively represent the logarithm of the GN&wgin rate and that of
prices in timeT, e, and e, represent demand and supply shocks. ldentifyamgicaints are

based on the assumptions already mentioned, reiatind nature of the effects of shocks on
variables. As the product (output) is representedfirst difference, the constraints on

demand shocks imply that the cumulated effectseafahd shocks must be equal to zero:

a,; =0 (2)

i=0
The model defined by equations (1) and (2) alsolisapthat endogenous variables of the

VAR model can be explained by various lag variablesve suppose th&. represent the

coefficients values of the model, the model caestemated as follows:

e
AYl B, By, B, e PO Al 3)
AP AR AR, €t

Or e, ande, are the residuals of the VAR model equations.

Equation (3) can also be expressed as:

AY, |8 ey
[ t}:a - B(L) 1).[ y}:(l +B(L)+B(L)2+...){ y} (4)
AR ept ePt

Or in an equivalent way:

|:AYI:|:i(dl]J dlZiJ eyt (5)
APt i=0 dzjj d22i ept

Let put (1) and (5) together:

i(dm dyy J €y =iu(am Ay, ]{eﬂ )
i=0 d2]j d22i €t i=0 Q. Ay )| €

C, a matrix connecting demand and supply shockee@MAR model to the residuals can thus

be found.

eyt — i(du dlZ j_l'il‘i'(aﬂj alZij I|:edt}zc{edtj| (7)
€t o\dy dyy ) = o\ ay ) ey st

13



From equation (7), it is clear that in this mod&loader two, four restrictions are needed to

identify the C matrix elementsTwo of these restrictions are drawn from the assionpf

normality of the variance of shocks, ande,. A general assumption retained within the

framework of VAR model consists in imposing that two variances are equaldoe These
two assumptions combined with that of orthogonatigfine the third restrictiongc = S,

whereSrepresents the covariance matrix gfdad E, .

The last restriction which will make the identifimn of theC matrix possible comes from the
economic theory; it was previously defined in equra(2).
Introducing (2) in (7) yields the following model:

o (dyy dig\(Cy Cp) (O .

Haw ales o)
And thus the resolution of this system will enabkto estimate the series of demand and
supply shocks of the structural VAR model.

The analysis of Bayoumi and Eichengreen shows sbaply shocks are larger and less
correlated between countries (or areas) in Eurapsomparison with the United States. In
addition and through the impulses responses fumstmf the structural VAR model, they
suggest that adjustment to supply shocks as weth demand shocks is faster in the United
States than in Europe.

Consequently, as the American monetary union domss a point of comparison, they
consider that a possible EMU would be associatél sWgnificant adjustments costs.
Moreover, results of their model reveal the exiséenf a difference between two groups of
Europe (the center and the periphery) with regarduipply shocks and to a lesser extent to
demand shocks. Indeed, shocks affecting the eciesoaf the center (Belgium, Denmark,
France, Germany and Netherlands) are of less ardpliand more correlated with neighbours
countries, while fluctuations in countries of theriphery seems to be asymmetrical. In
addition, the two authors suppose that there dmvaresults in favour of convergence, the
difference between the center and the periphenmyotiaecrease during the studied period.

In what follows, we apply this model to our sampleountries.

2.2. Application to theEuro area and to acceding countries

If we consider an economy whose growth rate andtioh rate are affected each year, T, by

two orders of shocks: supply impulses,j and demand impulses ). The model resolution

is the same as in Bayoumi and Eichengreen model.
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We estimate a structural VAR model in first diffieces. Variable representing growth rate is

the first difference of the GDP logarithmAY;), inflation rate is estimated through the
logarithm of the consumer price index in the fddterence QAR).

Data used are quarterly resulting from EUROSTATabase, IFS and OECD. The studied
period extends from the first quarter of 1995 te third quarter of 2005 (1995: Q1 ~2005:
Q3)'®. The data are related to the euro area as a gmdpo twelve central and Eastern
European countries: Bulgaria, Romania, Sloveniagv&llia, Republic Czech, Latvia,
Lithuania, Malta, Estonia, Hungary, Poland and Geaoa
To our knowledge, the prevailing studies were nelmre based on a sample composed of so
many countries. The studied period, even if it remauite short, is larger than that of old
investigations. This argument provides our workhvétsolid base and a significant advantage
compared to works relating to the same subject.
Let's study the stationnarity of the variables.

2.2.1. Study of variables stationnarity

Table 3. Study of variables stationnarity of the mdel

Country GDP CPI

Euro area Integrated of order 1  Integrated of oder
Hungary Integrated of order 2  Integrated of order 1
Slovenia Integrated of order 1  Integrated of ofder
Slovakia Integrated of order 1  Integrated of orter
Poland Integrated of order 1  Integrated of order 1
Malta Integrated of order 1| Integrated of order 1
Lithuania Integrated of order 1]  Integrated of ortler
Latvia Integrated of order 2| Integrated of order 1
Czech Integrated of order 1  Integrated of order 2
Bulgaria Integrated of order 1]  Integrated of orter
Estonia Integrated of order 1  Integrated of order 1
Croatia Integrated of order 2  Integrated of order 1
Roumania Integrated of order 2  Integrated of ofider

Source: our estimations

8 However, for Romania and Croatia the data extemah the first quarter 1997 to the third quarter6®20
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All variables are integrated of order one exceptLfatvia whose (log of ) GDP is integrated
of ordertwo, the Czech Republic whose consumer price indextegrated of ordetwo and
Hungary whose ( log of GDP) is also integrated raeotwo.

In all the cases the VAR lag length introducedosr as indicated by information criteria.
Thus identification diagram will be homogeneousdach country.

After the VAR estimation for the euro area (as f@nence) and for each acceding country,
structural demand and supply shocks are identif@dr main aim is to check if these
economic shocks are symmetrical (asymmetrical)ifatiet new candidates to adhesion, form
or are able to form an optimal currency area whin ¢uro area. To reach this objective, after
models estimation (for each country) and shockstifieation, we carry out the correlation
analysis of these shocks. Knowing that, a positmeelation is supposed to be a favourable
criterion for the constitution of a monetary union.

2.2.2. Symmetry or Asymmetry of shocks

Table 4. Correlation Coefficients between euro areand acceding countries: Shocks

specification.

Country Supply shocks Demand shocks
Euro area 1.000 1.000
Estonia 0.280413 0.376883
Hungary 0.255249 0.366702
Latvia 0.238848 0.395844
Lithuania 0.127847 0.361129

Malta 0.359200 0.182020
Poland 0.033626’ 0.439294
Romania -0.125608 0.078744
Czech Republic -0.037494 0.509900
Slovenia 0.241872 0.408526
Bulgaria -0.392937 -0.048359’
Slovakia -0.057729 0.09913%
Croatia -0.101964 0.389543

* These values are statistically non significant @probability).

Source: our estimations

The table above represents the coefficients caivaelavzalues which measure the relation

between supply and demand shocks in euro area @mdliag countries. The first column
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relates correlation between euro area supply shaxttthose of Eastern and central European
countries. The second column relates demand sloockelation.

Concerning demand shocks, only one country, Budgamiesents a negative correlation with
the euro area. The remainder correlation coefftsi@ne positive, which could be considered
as a sign of shocks symmetry (demand) induced bygibvernment acceding countries
policies. However, these coefficients are statdlycnot significant for Romania, Malta, and
Slovakia.

Estonia, Czech Republic, Hungary, Slovenia, Pol&rdatia, Lithuania, and Latvia present
the highest correlation values (between 0.3 and)0Gn the other hand, results related to
supply shocks are contrasted. Five countries ouwefve present a negative correlation of
their supply shocks with those of the euro areay tare Croatia, Slovakia, Romania, the
Czech Republic and Bulgaria. Estonia and Hungavs lilae best results.

So, in contrast to demand shocks, supply shocksatiner asymmetrical between the euro

area and acceding countries.

2.2.3. Shocks size and adjustment:

Table 5. Standard deviation (size) of supply and aeand shocks

Country Supply shocks Demand shocks
Euro area 0.007204 0.001965
Poland 0.043846 0.007287
Romania 0.080451 0.017044
Estonia 0.024354 0.007095
Hungary 0.033221 0.006658
Latvia 0.030718 0.005150
Lithuania 0.049390 0.006288
Malta 0.036359 0.005541
Czech Republic 0.031445 0.008222
Slovenia 0.016287 0.005401
Bulgaria 0.161952 0.225138
Slovakia 0.032196 0.015565
Croatia 0.041250 0.006775

Source: Our estimations

In addition to the determination of correlation ahd symmetry of shocks, our methodology

can be used to estimate the relative size of shokdks larger the shock size is, the more
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difficult to keep a fixed foreign exchange rate Wwbie and the more constraining the
adhesion to a monetary union would be. This isi@adrly true for supply shocks since they
require more rigorous adjustment.

Table above (table n°5) presents variation (stahdawiation) of demand and supply shocks
in the euro area and in acceding countries. By robgg the results of our estimation, we
notice that concerning supply shocks, Estonia, lungnd Slovenia have the smallest supply
shocks sizes (variation between 2 and 3 percemeder this shocks size remains far from
being equal to those of euro area countries.

Both Bulgaria and Romania have the largest sizéadh these two countries are the subject
of more important shocks, and, thus economic padicesponses will certainly be different
from those of the euro area.

However, for demand shocks, results are more ogiiicnisize shocks are similar to those of
the euro area, except for Bulgaria, Romania, andagia.

In summary, our estimation presents contrastedtsgsacceding countries present divergent
target. We deduce that Hungary, Estonia and perBépsenia are converging towards the
euro area.

One result could be considered as an important ibng;about the positive correlation of
demand shocks in the most part of the accedingtdeanThis result can be interpreted as
good news, in other words acceding countries at@ngaonsiderable efforts to join the euro
area by the alignment of their economic policiethtuse of the euro area members.

Finaly, and concerning supply shocks divergence,ehdogeneity hypothesis of OCA can
emerge. So, supply shock asymmetry emphasizesitkesidly of the productive structures.
However if we believe the defenders of the OCA gauheity hypothesis, these divergences

will disappear (will be attenuated) once these tioes1become euro area members.

18



Conclusion:

Compared to earlier studies, our results stipullasée economic shocks are asymmetrical in
acceding countries in comparison with the euro amatries. However, some countries as
Hungary, Poland, Czech Republic and Estonia seebe teeady to adopt the Euro. Indeed,
their supply shocks correlation coefficients am liighest one. In terms of demand shock, the
results of our estimation are in favour of a bett@mmonization of economic policies and for
an alignment of these polices to those of the awea.

A priori, taking in to consideration the averagesrelations between acceding countries and
euro area members are far from being close, oworls should be involved to constitute an
optimal currency area. Mobility of the producticacfors would be essential to maintain the
adhesion processes.

To make conclusions from an economic policy poihviews, some remarks can be taken
into account:

The First one is related to Lucas (1976) criticidndeed, according to Lucas, changes in
economic policies can lead to changes in econotnictsre, which could make difficulix
anteinterpretation of economic policies basedesrpostata.

Moreover, and in the context of the optimal curgearea literature, Frankel and Rose (1997)
suggest that the OCA could be endogenous. Monglaign amplifies the trade intensity and
can increase the degree of business cycles syrizhtiom between members. In other words
acceding countries can satisfy OCA critexiaposteven if they do not satisfy theax ante

The second remark is a technical one, due to ARB303), it concerns the problem of
“sufficiency’. Most of our empirical results are resulting frhocks correlations between
countries, however no economic theory informs usuabthe sufficient value of the
correlation coefficients in order to draw reliablnclusions.

Finally, it is important to emphasize that our e concerns a part of the optimal currency
area. So, we assess the shocks symmetry betweesutbearea and acceding countries.
Nevertheless, these economies can meet other Wssiactheir target of joining the Euro
area. We quote financial crises risk due to capitadje for example; this problem was already
met by countries whose banking system was notalelia
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