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Abstract 
This paper analyses the issue of financial development-economic growth across provinces of 

Turkey for the time period 1991-2001. Two alternative sub-periods, 1991-1995 and 1996-

2001 are also considered to investigate if the financial crisis of 1994 has any structural change 

effects on the financial development- economic growth relationship. In addition to the 

traditional cross – sectional analysis, a spatial data analysis, controlling for fixed-effects to 

remove the effect of spatial dependence from that of spatial heterogeneity and of omitted 

variables, improves the performance of the models. Empirical evidence indicates that 

financial development has a positive effect on economic growth in Turkey.  

JEL codes: G20, O18, C21, C23, R11.  

Keywords: Financial development; economic growth; spatial data analysis; Turkey.
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I. Introduction 

There has been a continuous debate on the issue of financial development and economic 

growth. It has been argued that the pace of regional or national economic growth is influenced 

by the ability of financial firms to select the intermediaries that would utilize nation’s savings. 

Hence financial intermediaries may affect productivity growth and technological change. 

Additionally, they may enhance economic growth by raising domestic savings and attracting 

foreign capital. An expected corollary to this proposition has been that competitive financial 

markets would improve this intermediation process. Recent empirical evidence on this issue 

suggests that financial development contributes to economic growth (Demetriades et al., 

1998; Beck et al., 2000a). Some studies on the other hand argue that, even though economies 

with a well developed financial system mostly have high economic growth rates, this may not 

be caused by financial development. Rather, financial development may be a leading indicator 

of growth (Beck et al., 2000b); or financial development may follow economic growth as a 

result of increased demand for financial services (Robinson, 1952).1  

Although the bulk of the studies investigate the issue using cross-country data, there is little 

evidence on the growth effects of financial development within the regions of a single 

country. Cross-country studies examine the financial development- economic growth 

relationship independent of differences in legal structures and cultural environments across 

countries (as these differences are difficult to specify accurately). However, a country’s legal 

structure, economic history, and cultural environment may have a powerful influence on the 

effectiveness of the financial sector in facilitating economic growth. As legal, cultural and 

economic backgrounds are much more homogeneous among regions within a single country, 

an interregional analysis may reflect better the underlying relationship between financial 

development and economic growth than one using a cross-country framework. Moreover, one 

                                                 
1 Friedman and Schwartz (1963) express similar views for the demand for money. 
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of the arguments in favour of financial development in a country has been to expand access to 

capital for smaller businesses, which are often innovators, in addition to their role in 

contributing to regional employment and output expansion. Additionally, results of a regional 

analysis of competition and economic growth can be viewed as indirect test of the apparent 

importance of financial sector competition found in cross-country studies 

Even though there has been a consensus about the importance of spatial effects in 

convergence analysis, this aspect has been ignored in financial development-economic growth 

literature. Beta convergence analysis taking spatial dimension into account claims that rates of 

economic growth may be interdependent across regions due to spillover effects. In cases 

where regions pursue their own growth promoting policies, there may be spillover effects 

from that regions to the adjacent regions. Similarly, financial development in one 

region/province may have spill-over effects for neighboring regions/provinces such that 

financial development in one region/province may have growth and employment promoting 

effects in neighboring regions/ provinces.  Even though economic theory assumes that capital 

is mobile among regions/ provinces, recent empirical analysis gives contrary evidence, 

implying that there are spatial effects to be taken into account.  Thus, incorporating spatial 

effects into the analysis may impact significantly on any estimated convergence effects and 

provide a better understanding of financial development-economic growth effect. 

The aim of this study is to investigate the effects of financial development-economic growth 

effect taking spatial dimension into account for the time period 1991-2001 using provincial 

level data for Turkey. The main contribution of this study is twofold: The first is that this 

study is a regional effect analysis rather than a cross-country analysis. Secondly, rather than 

using cross-section data analysis, as many convergence studies do, this study employs panel 

data spatial effect analysis. For this end, this study employs the methods formulated by 

Elhorst (2003) to estimate spatial panel data models. The rest of the paper is organized as 
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follows: Next section reviews the existing literature. Section 3 gives a brief account of the 

financial developments and regional development issues in Turkey. Econometric 

methodology is summarized in Section 4, whereas empirical results are presented in Section 

5. Finally, Section 6 concludes.  

II. Literature Review 

Financial intermediaries are considered to reduce the information and transaction costs 

through their influences on savings rates, investment decisions and innovations. According to 

Wallich (1969) the impact of financial developments on economic growth is cyclical in the 

short run, but in the long run it affects the level of investment and its composition through two 

broad channels. First, improved financial intermediation can efficiently mobilize investments 

thus leading to an increase in the level of investment. The other channel emphasizes that 

financial development improves efficiency of investment rather than increasing the level of 

investment. Recent endogenous growth theory emphasizes the importance of financial 

intermediaries in enhancing economic growth through its various functions that influence 

savings and investment decisions, such as clearing and settling of payments, producing and 

analyzing information of alternative investment projects, allocating funds to the projects with 

higher expected returns, monitoring firms, trading, diversification and management of risk 

(Merton and Bodie, 1995).   

Empirical studies emphasize some essential functions of financial intermediaries in promoting 

economic growth. One strand of the literature argues that financial intermediaries reduce 

information costs and improve resource allocation and allocate the funds to the projects with 

higher expected returns (Boyd and Prescott, 1986; Allen, 1990; Greenwood and Jovanovic, 

1990; King and Levine, 1993b). Moreover financial intermediaries may improve corporate 

governance by influencing investors to act in the best interests of savers. Improvements in 

corporate governance, in turn, may reduce credit rationing (Bencivenga and Smith, 1993) and 
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improve credit allocation among competing technology producers (De la Fuente and Marin, 

1996) leading to higher productivity, capital accumulation and economic growth. 

An important function of intermediaries that contribute to economic growth is risk 

diversification, which enables savers who dislike risk to invest in riskier projects with higher 

expected returns in aggregate. More efficient resource allocation and greater risk sharing can, 

in turn, affect economic growth (Greenwood and Jovanovic, 1990; Devereux and Smith, 

1994) and may also enhance technological progress by making more capital available to 

innovators and holding a diversified portfolio of innovation projects reduces risk and 

promotes investment (King and Levine, 1993c). Additionally, liquid financial markets 

transform the instruments that savers hold such as equity, bonds and demand deposit, into 

long term capital investments. Thus financial markets eliminate liquidity risk leading to an 

increase in investments in high return, illiquid assets, which in turn accelerate economic 

growth (Diamond and Dybvig, 1983; Levine, 1991; Bencivenga et al., 1995). Furthermore, 

better savings mobilization may increase capital accumulation and improve resource 

allocation leading to specialization, technological innovation and increase in economic growth 

(Greenwood and Smith, 1997).   

Empirical evidence regarding the financial development - economic growth issue generally 

comprise of cross country growth models, panel data analysis, or studies at firm or industry 

level. Cross country studies that employ a growth model such as Goldsmith (1969), King and 

Levine (1993a), Levine and Zervos (1998) and Beck et al. (2000a) give empirical evidence 

supporting the hypothesis that financial development enhances economic growth. Rajan and 

Zingales (1998, 2001), Demirgüç-Kunt and Maksimovic (1998) and Wurgler (2000), Beck et 

al. (2005) on the other hand, employ firm level data and report that financial development 

accelerates economic growth by removing growth constraints on small firms. 
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Even though the bulk of empirical work using cross country data agree that financial 

development enhances economic growth, Demetriades and Hussein (1996), Manning (2003) 

and Driffil (2003) argue that these studies may not properly consider the role of country 

heterogeneity. Instead these cross section finance - growth nexus studies treat countries with 

different experiences in both economic growth and financial development in addition to 

different institutional characteristics as homogenous entities.  Demetriades and Hussein 

(1996) argue that the patterns and direction of causality between financial development and 

economic growth vary across countries. Similarly Ram (1999) report huge parametric 

heterogeneity when the data sample is split into three subgroups according to the growth 

experience, showing a negligible or negative financial development economic growth 

relationship. Moreover, Andersen and Tarp (2003) also report that while a positive and 

significant relationship is found in the full sample cross section studies, the correlation is 

negative for the poorest countries. Additionally, Manning (2003) and Driffil (2003) claim that 

when dummy variables controlling for some subset of countries either according to the 

continent they belong to or their extraordinary growth performances are included in the 

analysis, the effect of financial development on economic growth disappears. Overall 

empirical evidence indicates that different causal patterns between financial development and 

economic growth are observed for both individual and cross country studies and empirical 

results are sensitive to the type of the estimator used, the sample periods and country 

subgroups covered.  

One of the solutions to overcome the problems associated with the cross country studies is to 

investigate financial development - economic growth relationship in a regional analysis 

framework. Valverde and Fernandez (2004) point out that the benefits of regional perspective 

come from two sources: First, it appears that the heterogeneity across regions within a single 

country is lower and more easily controlled for than across countries. Secondly, the 
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exogenous factors of financial development that affect economic growth, such as the degree 

of liberalization and the nature of the legal and institutional framework, may be more  

efficiently controlled at the regional level than in cross country studies. Recently, the financial 

development - economic growth issue has been investigated in a regional framework for Italy 

(Gusio et al, 2004), China (Hao, 2006), and Spain (Valverde and Fernandez, 2004).  

The scarcity of empirical work at regional framework can be attributed to the hypothesis that 

financial capital is perfectly mobile among regions and thus financial development- economic 

growth issue cannot have a spatial dimension. Under this assumption financial intermediaries 

ensure a perfect allocation of capital between firms and across the space economy, leading to 

a perfectly integrated financial market across regions within a country. However, Hutchinson 

and McKillop (1990), Harrigan and McGregor (1997), Greenwald et al. (1993) and Klagge 

and Martin (2005) argue that financial capital is not perfectly mobile among 

regions/provinces and that financial activities have a spatial dimension. Klagge and Martin 

(2005) further argue that the spatial structure of the financial markets is caused by imperfect 

competition, high transaction costs, asymmetric information between investors and savers and 

pervasive risk and uncertainty. Moreover this spatial structure of the financial system 

contribute to geographical biases in the allocation of funds to firms and hence uneven regional 

development.  

Even though the issue of regional differences and economic development of Turkish economy 

have been investigated, there is limited empirical evidence regarding growth effects of 

financial development. Kar and Pentecost (2000) investigate the financial development- 

economic growth relationship for Turkey employing Granger causality tests for the time 

period 1963-1995. Their empirical analysis cannot reach a clear conclusion as the direction of 

causality is sensitive to the choice of proxy used for financial development. Ardic and Damar 

(2006), using provincial level data for the time period 1996-2001, report a strong negative 
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relationship between financial development on economic growth for Turkey. Ozyildirim and 

Onder (2006), on the other hand, examine the relationship between provincial banking 

activities and economic growth for the time period 1990-2001. In order to account for the 

spatial dimension of the issue, the distance between headquarters and the local branches is 

argued to affect the role of financial intermediation in the provincial economic growth. Their 

empirical findings indicate a significant positive effect of banking activities on provincial 

economic growth. 

III. Financial Development and Regional Disparities in Turkey 

Turkish financial system has been experiencing an intense structural transformation, aiming a 

free market economy, keeping primary emphasis on the banking sector since the early 1980s.  

Even though the size of the banking sector is relatively small in Turkey compared to 

developed economies, banks dominate every aspect of financial activity. Denizer et al. (2000) 

argue that the financial system and the banking system are synonymous in Turkey. Akçaoğlu 

(1998) points that the banking sector still keeps its dominant position, although the capital 

markets and non-bank financial institutions such as insurance companies have developed to 

some extent following the financial liberalization efforts. Among the main characteristics of 

Turkish financial system are strong networks linking the state to the banking sector and the 

banking sector to non-financial companies and the market domination by just a few banks. 

State-owned banks have wide networks of branches throughout the country and have a 

substantial share in banking sector. Besides commercial banking transactions, they have been 

used by governments for a number of noncommercial objectives such as agricultural support, 

income redistribution, and industrial, urban, and physical infrastructure development. These 

activities performed on behalf of the government have lead to distortions in the banking 

system in 1990s. In order to cover their financing needs, state-owned-banks resorted to 

borrow at very high interest rates and at short maturities, leading to further increases in 
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interest rates. Moreover, the direct subsidies to farmers and small businesses from the state 

banks were shown on state banks’ balance as duty losses, rather than in the government 

budget figures. High public sector deficits, which led to increases in real interest rates on 

government bonds, have also added to the problems of banking sector. As the financing of 

public deficits have been increasingly profitable, the share of government domestic securities 

in total assets of domestic banks increased considerably. For this purpose the banks started to 

borrow funds from abroad during the 1990s, which led to an increased vulnerability not only 

to changes in interest rates but also to changes in the exchange rate.  

The fragility of the banking system, coupled with expansionary fiscal policies under an 

appreciating exchange rate regime, was one of the main contributors to the financial crisis of 

1994, after which the authorities introduced a full deposit insurance scheme to save the 

economic system from collapse. Since, banks have offered higher interest rates to depositors 

this system have led to the development of an unhealthy banking sector. Moreover, due to the 

problems related to the legislative framework of the banking sector, Turkey lacked competent 

supervisory authorities, a regulatory framework and legal and institutional infrastructure 

during the 1990s. In 1999 the Parliament passed a new banking law, by which a new 

independent Banking Regulatory and Supervisory Agency (BRSA) has been established, 

responsible for bank regulation and supervision. Moreover, higher minimum capital 

requirements for new banking licenses have been introduced. Despite of these improvement 

efforts during 1990s, a healthy financial system cannot be achieved, and the fragile banking 

system together with a worsening current account led to a banking crisis in early 2001.  

During the period 1991-2001 nearly half of the existing public banks in 1991 were privatized, 

and 15 banks failed. As of December 2001, there were 6908 domestic bank branches in the 

sector, 2725 of which belonged to the state-owned banks. The spatial distribution of banking 

activities reflects the persistent disparities in aggregate growth and the large differences in 
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wealth of Eastern and Western regions. It appears that in the comparatively developed 

Western provinces of Turkey, the average real  value of deposits and credits are higher  than 

those of relatively underdeveloped provinces of East and North (Figures 1 and 2) for the time 

period under consideration. A similar pattern can be observed for the average real GDP values 

(Figure 3). According to the real GDP figures East Anatolia is the poorest region whereas 

North-West Anatolia (Marmara region) is the richest. It emerges from the analysis that the 

highest banking activities were recorded in Marmara Region, with the financial center 

Istanbul providing the highest credits.   

Moreover, there has been an increase in total deposits which is greater than that of credits. 

This led to a decrease in credits to deposits ratio from 74% in 1991 to 30% in 2001. The 

spatial distribution of credits to deposits ratio does not reveal a clear pattern relating to the 

regional development levels of the provinces (Figure 4). Some of the lower income provinces 

in the East part of Turkey do have high credit to deposits ratio since deposits in these 

provinces are lower than the national average. Whereas some Western and Southern provinces 

where agricultural or industrial production is concentrated need credits that is higher than the 

national average.  Even though these provinces do not have high population and deposit 

levels, they have higher credits to deposits ratios. Provinces with higher (lower) income and 

population levels in addition to those with low production levels (thus not in need of credits) 

do have low credits to deposits ratios. Thus Turkey has a poor performance to channel 

deposits to credits, which has been further deteriorated due to the financial crisis of 2001. 

Even though there has been a 5% increase in the number of branches across Turkey for the 

time period 1991-2001, the highest loss of branches has been recorded in the Shouthern and 

South Eastern provinces (Figure 5). Furthermore population per branch is higher in the South 

Eastern and East Anatolian provinces compared to the more developed Western provinces 

(Figure 6). It appears that the provinces with a lower population per branch than Turkey 
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average are concentrated in the Western part of Turkey where the real per capita income is 

higher than the national average.  

Overall the spatial distribution of banking activities reflect the regional income inequalities in 

Turkey as well as degree of economic activity. The highest level average of credits is 

achieved in the Marmara Region, whereas the South Eastern Anatolia has the lowest level of 

average level of credits. A similar pattern is observed when deposits per branch is considered. 

Additionally, credit creation by banks through deposits is quite limited, which is reflected by 

a higher increase in deposits compared to credits for the time period under consideration.  One 

of the main reasons for the limited ability of banks to channel deposits to credits can be 

banks’ preference to hold government securities which earned high interest rather than give 

credits to public.  

IV. Econometric Methodology 

The issue of economic convergence at sub-national level has attracted a lot of attention in 

recent years. With the seminal work of Romer (1986) and Barro and Salai-Martin (1991) a 

large number of studies has been devoted to investigating variations in economic performance 

of countries. Beta convergence analysis has generally been employed in order to investigate 

convergence across economies or regions using cross-sectional data, implementing the 

following equation: 

( ) iiiiit uXyyy +++= 000 lnlnln λβα  (1) 

where yit denotes income or GNP per capita at time t, yi0 denotes income or GNP per capita at 

some initial time  0;  denotes the control variables at some initial time; α is the intercept 

term, which may incorporate any rate of technological progress; u is random error term 

distributed iid(0,σ2), which may represent random shocks to technology or tastes. A negative 

value of β signifies the beta convergence. However, this approach assumes that all regions or 

0iX
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economies under consideration have the same steady state income path. But this is a highly 

restrictive assumption and may induce significant heterogeneity bias in estimates of 

convergence coefficient.  

It is important to investigate the spatial patterns that may indicate the spillover effects among 

regions. Even though the neoclassical model assumes perfect mobility of factors of production 

between economies, there may be significant adjustment costs or barriers to mobility for 

labour and possibly for capital. In cases where regions produce similar goods for consumption 

in the global market, when the demand for the certain product changes, employment and 

output changes tend to occur in several neigbouring regions. Moreover, when regions pursue 

their own growth promoting policies, there may be spillover effects from these regions to the 

adjacent regions which may affect economic growth. Cheshire and Gordon (1998) point that 

economic rents from research and development and other sources may more likely to accrue 

locally, where regions are more self-contained. Moreover, Fagerberg et al. (1996) claim that 

rates of technological diffusion may follow a spatial pattern as regions may have different 

capacities to create or absorb new technologies. Thus, incorporating spatial effects into the 

analysis may impact significantly on any estimated convergence effects.  

Spatial dependence can be handled in beta convergence in alternative ways:2 The first 

approach, spatial error model, assumes that the spatial dependence operates through the error 

process, where any random shock follows a spatial pattern, so that shocks are correlated 

across adjacent regional economies, such that the error term in equation (1) may reveal a 

significant degree of spatial covariance, which can be represented as follows: 

( ) iiiiit uXyyy +++= 000 lnlnln λβα  

iii Wuu εμ +=  (2) 

                                                 
2 For a detailed analysis of spatial econometric techniques and methods please see Anselin (1988) and Henley 
(2005). 
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Where μ  is the spatial error coefficient, measuring the degree of spatial autocorrelation 

between error terms of neighboring regions. εi is a white noise error component and W is a 

spatial weighting matrix. W may be constructed using information on physical distance 

between pair wise combinations of economies in the sample or may be defined such that 

element wij = 1 if i and j are physically adjacent and 0 otherwise. In this paper the latter 

approach is preferred.  

Alternatively, spatial autoregressive (SAR) model examines the extent to which regional 

growth rates depend on the growth rates of adjacent regions, conditioning on the level of 

initial income:  

( ) ( ) iiitiiiit uyyWXyyy ++++= 0000 lnlnlnln ρλβα  (3) 

where ρ denotes the spatial autoregressive parameter, which measures the degree of spatial 

autocorrelation between error terms of neighboring regions. The error term is assumed to be 

normally distributed and independently of  and of  under the assumption 

that all spatial dependence effects are captured by the lagged term. The spatial lag model 

attempts to quantify how the rate of growth in a region is affected by the one in its 

surrounding regions, where the parameter ρ can be interpreted as a measure of spatial 

interaction across contiguous regions. 

ioyln )y/yln(W ioit

Recent empirical studies claim that, instead of a cross-section analysis, using panel or 

longitudinal data may overcome the problem of heterogeneity bias, as it considers both the 

temporal and the individuals dimension (Baltagi, 2001). Moreover, using panel data is more 

informative compared to the time series or cross-sectional data, presenting more variability 

and less collinearity among variables, more degrees of freedom and more efficiency.  

However, data collection problems are more complicated then in the case of time series or 

cross-sectional data. 
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The panel data equivalent of  equation  (1), the most general formulation of the panel data 

model, can be expressed as follows: 

( ) itititiitkit uXyyy +++=+ lnlnln λβα  (4) 

Where the dependent variable is the growth rate of per capita income for region i; yit denotes 

income or GNP per capita at time t and  denotes the control variables for region i at time t. 

 is  time invariant and captures any individual-specific effect that is not included in the 

regression equation. Two different basic models can be classified according to how  i

itX

iα

α  is 

interpreted. Equation (4) is a fixed effect panel data model if the iα ’s are assumed to be fixed 

parameters to be estimated. The fixed effects estimator allows the intercept to differ across 

countries/ regions, and thus ignores all information in the cross sectional relation and where 

the represent the country/ region specific effects.iα
3 Alternatively, when you assume that  

some omitted variables may be constant over time but vary between cases, and others may be 

fixed between cases but vary over time, then iα ’s are assumed to be random and the model is 

termed as the random effect  panel data model.  

The fixed effects models are common choice for macroeconomists, as it is generally more 

appropriate than a random effects model for many macro datasets for two reasons. First, if the 

individual effect represents omitted variables, it is highly likely that these country/region 

specific characteristics are correlated with the other regressors. Second, it is also fairly likely 

that a typical macro panel will contain most of the countries of interest and, thus, will be less 

likely to be a random sample from a much larger universe of countries.4 Accordingly, as our 

sample covers the provinces of Turkey, a fixed effect panel model is employed in this study. 

                                                 
3 However, if the number of countries is likely to be large, there may be degrees of freedom problems. In that 
case we can apply within regression in which we partition regression analysis. 
4 For an elaborate analysis of panel data models see Judson and Owen (1999), Baltagi (2001). 
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Elhorst (2003) surveys the specification and the estimation of panel data models taking spatial 

dimension into account in order to overcome spatial heterogeneity and spatial dependence that 

may exists between observations at each point in time.  He derives the relative likelihood for 

alternative models using panel data, such as the spatial fixed effect model, the spatial random 

effect model, the fixed effect and random coefficient spatial error models.5 In cases where 

spatial error autocorrelation is present, the OLS estimation is inappropriate as the parameter 

estimates are inefficient even though they are unbiased.  Elhorst (2003)  extends the fixed 

effect panel data model to spatial autocorrelation as follows: 

( ) itititiitkit uXyyy +++=+ lnlnln λβα       (5) 

Where  

ititit Wuu ξδ +=        

where δ is the scalar spatial autocorrelation coefficient, ξit is error component assumed to be 

independent, identically distributed with zero mean and finite variance. W is a spatial 

weighting matrix. W may be constructed using information on physical distance between pair 

wise combinations of economies in the sample or may be defined such that element wij = 1 if i 

and j are physically adjacent and 0 otherwise.6 The parameters of the fixed effect spatial error 

model can be estimated by the maximum likelihood method. 

An alternative way to incorporate spatial effects in the classical fixed-effect panel data model 

is by including a spatially lagged term of the dependent variable, which can be expressed as 

follows: 

( ) ( ) ititkititititikit uyyWXyyy ++++= ++ lnlnlnln , γλβα  (6) 

 
                                                 
5 See for example Elhorst (2003), Baltagi and Li (2006), and Arbia et al. (2005) for applications of spatial panel 
data analysis.  
6See Anselin (1988) and Elhorst (2003) for the derivation of the maximum likelihood and for the LM tests for 
this model.  

 16



 

Where γ is the spatial autoregressive coefficient and  is the classical zero mean error term 

which is assumed to be independent under the hypothesis that all spatial dependence effects 

are captured by the spatially lagged variable term. Equation (6) can be estimated by maximum 

likelihood. 

itu

V. Empirical Evidence  

In this section empirical evidence regarding the financial development - economic growth 

relationship for Turkey is presented. Both cross sectional and panel data analysis, taking 

spatial dimension into account, are performed employing provincial level annual data, relating 

to 67 provinces of Turkey7. Due to the unavailability of the data time period under 

consideration is restricted to 1991 - 2001. In order to proxy for financial development, 

logarithms of  real credits per branch (credits) and real deposits per branch (deposits) are used 

in addition the two control variables for the general determinants of economic growth which 

are the logarithm of the initial level of real GDP per capita (income) and inflation rate 

(inflation).8 All variables are obtained from State Institute of Statistic of Turkey. Moreover, 

two alternative sub-periods are considered, namely 1991-1995 and 1996-2001, in order to 

capture the possible differential effects of changes in the financial environment following the 

financial crisis in 1994.  

Empirical analysis start with the investigation from the OLS cross-sectional estimates of the 

beta-convergence model which are presented in Table 1. The OLS coefficient on the initial 

GDP per capita for the entire period is highly significant and negative, suggesting beta 

convergence throughout the period under consideration with an annual rate of convergence of 

0.6 per cent. However, when the sub-periods are considered, contradictory results are 

                                                 
7 From 1990 onwards the number of provinces has been increased from 67 to 81. But the original 67 provinces 
have been included in our analysis, as the data relating to new provinces do not cover the time period under 
consideration. 
8  A wider set of explanatory variables are considered initially, including schooling ratio and provincial number 
of branches. However inclusion of these variables did not yield meaningful parameter estimates.   
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obtained.  Even though empirical analysis suggests a beta convergence for the time period 

1996-2001, there appears to be a divergence in per capita incomes for the time period 1991-

1995, where both coefficients are statistically significant. This finding supports the hypothesis 

that there have been two different paths in the growth of per capita income of Turkish 

provinces, which is mainly brought by the financial crisis at the end of 1994. When banking 

activity variables are considered, empirical findings indicate that credits per branch variable 

has a negative impact on economic growth of provinces, whereas deposits per branch variable 

has a positive impact. Additionally, inflation appears to enhance economic growth for the 

time period under consideration, as well as for the both sub-periods.  

Table 1 also reports some diagnostics to identify misspecifications in the OLS cross-sectional 

model. The value of the Jarque-Bera test is not statistically significant, indicating that OLS 

errors can be considered normally distributed. Additionally, the value of the Breusch-Pagan 

statistics indicates that there is no heteroscedasticity. The model selection criteria, the value of 

the log likelihood and the values of the Schwartz and AIC criterion, show that the OLS model 

fits much better to the data of the second sub-period compared to the overall sample period as 

well as the first sub-period. Table 1 also reports three different tests statistics to investigate 

the presence of spatial dependence in the error term: the Moran’s I and two different versions 

of the Lagrange Multiplier tests. Although the first version does not allow to discriminate 

between the two alternative forms of misspecifications, it is very powerful against spatial 

dependence both in the form of error autocorrelation and spatial lag. Empirical evidence 

indicates significant spatial dependence for the time period under consideration as well as for 

both sub-periods, with an edge towards the spatial lag specification. Overall, previous analysis 

indicate that the OLS estimates suffer from a misspecification due to omitted spatial 

dependence, proposing alternative specifications in order to remove residual spatial 

dependence. 
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Tables 2 and 3 present the results of the maximum likelihood estimates of the spatial error and 

spatial lag models, respectively. Model selection criteria indicate that spatial lag model is 

marginally better than the spatial error model. Empirical results suggest beta convergence for 

the time period under consideration as well as for the second sub-period for both types of 

models. Whereas a divergent trend is indicated for 1991-1995 period, which could be due to 

the severe economic crisis of 1994. Even though the beta convergence parameters are 

statistically significant for both sub-periods, it is not the case for the entire time period. The 

results obtained with the error model are much more in line with the OLS regression results 

compared to the spatial lag model, even though the spatial error term is statistically significant 

for the entire period and the two sub-periods. The spatial autoregressive parameter, measuring 

the strength of the interregional spillover effects such as technological spillovers or factor 

mobility, is statistically significant indicating that the growth rate of a province is related to 

those of its neighbour provinces after conditioning for the starting levels of income. Thus any 

shock in a particular region will impact on all other regions through the spatial transformation 

(Anselin, 2003). Additionally, the coefficients of credit per branch are statistically 

insignificant in both specifications and for all time periods, whereas the coefficients of 

deposits per branch are positive and statistically significant for the time period under 

consideration as well as for the second sub-period. Inflation, on the other hand, enhances 

economic growth in both specifications. Furthermore, the Wald, LM and Morans I tests for 

spatial autocorrelation indicate the presence of spatial dependence, though marginally in 

spatial error specification presented in Table 2. Even though the value of the Breusch-Pagan 

statistics indicates that there is no heteroscedasticity, the statistical insignificance of the 

credits per branch variable can be due to the omitted variable and heterogeneity bias inherent 

in the cross-sectional analysis.   
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In order to overcome the possibility of spatial heterogeneity, the fixed effects panel data 

analysis as specified in equation (4) has been carried out and the results are reported in Table 

4. In Table 4 Wald 1 denotes the Wald test of joint significance of the estimated coefficients 

which is asymptotically distributed as chi-squared under the null of no relationship. Wald 2 is 

the Wald test of joint significance of the time dummies. Moreover, AR(1) and AR(2) are the 

test of first and second order of autocorrelation of residuals, respectively, which are 

asymptotically distributed as standard normal N(0,1) under the null of no serial correlation. 

Empirical results indicate a statistically significant divergencent process for 1991-2001 period 

and for two sub-periods. Additionally, contrary to the previous cross-sectional results, credits 

per branch together with inflation enhances economic growth whereas deposits per branch 

variable hinders it.  Moreover, all diagnostics are satisfactory.  

Baltagi (2001) argues that panel data models taking spatial autocorrelation into account may 

lead to more reliable estimates of the parameters by controlling for omitted variables and 

heterogeneity. Accordingly, in this section spatial panel data analysis has been implemented 

in order to investigate the effects of financial development on regional economic growth of 

Turkey for the time period 1991-2001. First the empirical results relating to the spatially 

lagged fixed effects model are presented in Table 5. Empirical evidence indicates a slight 

decrease in the convergence parameter estimate compared to the panel data estimates, which 

could be due the fact that it is now cleaned from the influence of both omitted variables and 

spatial autocorrelation. This further suggests the presence of  spill-overs on regional 

convergence as well as the positive effect of factor mobility and  trade relationships. 

Moreover, it appears that there is a divergent trend in the provincial per capita income for the 

time period under consideration and for both sub-periods. Contrary to the findings of the 

cross-sectional analysis credits per branch variable has a positive and highly significant effect 

on economic growth, except for the second sub-period. The deposits per branch variable on 
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the other hand has a statististically significant negative effect on income growth. Moreover 

inflation appears to enhance economic growth. Several alternative specifications of the spatial 

fixed effects model are also considered in Table 5. First of all, effects of financial crises of 

1994, 1999 and 2001 on economic convergence are investigated by incorporating dummy 

variables d94, d99 and d01 which take the value 1 in 1994, 1999 and 2001, respectively, in 

the regression analysis. Empirical evidence indicates that financial crises have statistically 

significant negative effect on economic growth except that of 2001. Inclusion of these dummy 

variables improves the overall explanatory power of the models as indicated by increases in 

the adjusted coefficient of determination. The estimation results of fixed-effect spatial error 

model, which are presented in Table 6, indicate that the parameter estimates do not 

particularly differ from those obtained with the fixed effect spatial lag model.   

 

VI. Conclusion 

The limited empirical evidence concerning the convergence of income in Turkey, usually 

employ cross sectional and/or panel data analysis. Moreover, only few of them investigate the 

financial development-economic growth relationship taking spatial dimension into account. 

However, the presence of omitted variables and heterogeneity bias necessitates the 

reformulation of the cross-sectional regressions. This paper is an attempt to examine the 

financial development-economic growth relationship for Turkey, using provincial panel data 

for the time period 1991-2001, taking spatial dimension into account. Since the banking sector 

dominates every aspect of financial activity, credits per branch and deposits per branch are 

employed as the financial development indicators. Furthermore, in order to explore if the 

financial crisis of 1994 had any impact on this relationship the entire sample period is divided 

into two sub-periods: 1991-1995 and 1996-2001.  
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Traditional cross sectional conditional beta convergence analysis has been the starting point, 

where the presence of spatial effects have been detected, suggesting alternative estimates 

using the two different specifications of cross sectional spatial econometric models, 

represented by the spatial lag and the spatial error models. Even though the spatial error and 

spatial lag coefficients are found to be statistically significant in all specifications, model 

selection criteria indicate that spatial lag model outperforms the spatial error model. Empirical 

evidence indicates a divergent trend with a negative effect from credits per branch and 

positive effects from deposits per branch and inflation for the entire time period and for the 

second sub-period.  

In order to overcome the possible omitted variable bias and heterogeneity bias, and to 

strengthen cross-sectional results, a panel data analysis has also been implemented. Inclusion 

of the spatial lag or spatial error term improves the overall explanatory power of the 

regression suggesting that the explicit treatment of the spatial dependence in the panel data 

models remove the omitted variable bias and solve the heterogeneity problem. All 

specifications point to a divergent trend in per-capita income. Whereas credits per branch and 

inflation have positive effects on economic growth, deposits per branch hinders it. A 

statistically significant effect of credits per branch variable indicates that the increase 

availability of credits to public and investors helps economic growth. However, for the time 

period under consideration, the increase in deposits per branch was higher than that of credits 

per branch, suggesting the inefficiency of the financial intermediaries to raise credits out of 

deposits. This could help explain the negative effect of deposits per branch on economic 

growth. During the period under consideration it was more profitable for banks to finance 

public deficits instead of giving credits to private enterprises. Moreover the financial crises of 

1994 and 1999 have negative impact on economic growth.  
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Overall empirical analysis indicate the importance of geographic components and the spatial 

dimension appears to plays a crucial role in the convergence process through the channels of 

factor mobility, trade relationships and knowledge spill-over effects. Moreover financial 

development has a statistically significant effect on economic growth. It appears that credits 

per branch helps economic growth. 
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Figure 1: Spatial Distribution of Average Real Deposits per capita 1991-2001 

 
 
Figure 2: Spatial Distribution of Average Real Credits per capita 1991-2001 
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Figure 3: Spatial Distribution of Average Real GDP per capita 1991-2001 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4: Spatial Distribution of the Ratio of Credits to Deposits 1991-2001 
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Figure 5: Spatial Distribution of  Loss of Branch 1991-2001 
 

 

 

 
Figure 6: Spatial Distribution of  Population per branch 1991-2001 
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Table 1. Cross-section analysis: OLS estimation  
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Values in parentheses are heteroscedasticity consistent t-statistics and values in brackets are p-values. 
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Table 2. Cross-section analysis: Spatial error models  

Values in parentheses are heteroscedasticity consistent t-statistics and values in brackets are p-values. 
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Table 3. Cross-section analysis: Spatial lag models 

Value arentheses are heteroscedasticity consistent va  in brackets are p-values. 
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Table 4. Panel Fixed effects model 
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Table 5. Spatially lagged model with  spatial fixed effects 
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Table 6. Spatial error model with spatial fixed effects 

Values in parentheses are heteroscedasticity consistent t-statistics. 
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