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Introduction 

Econometric techniques whish making possible to specify, estimate and test the presence of the space interactions were mainly exposed in the specialized reviews.  The traditional spatial statistical analyses and the econometric models simply regarded the space series as being an exogenous data collected from national statistics.  Consequently, the space empirical effort consisted with a description of regional problems, space or urban economy.  
Florax (1992), Varga and Acs (1997, 1998) and Varga (1998) studied the space externalities of information due to university research and the R&D governmental effort, the integration of spillovers in the realization of urban growth and regional correction.  More recently, methods and various assumptions of space econometrics were applied to other subjects such as the analysis of the goods and services request in an integrated area.  Current effort of space econometrics studies flows of the international trade and inter regional and the phenomena of growth. Recent assumptions as regards space econometrics and the statistical methods do not cease explaining space effect, spatial components and the localization effects (mobile or motionless) on the labor productivity profits realized by an area while benefiting from interaction between the totality of activities which exist in the regional system.  

Several principal attentions can be allotted to the renewal of attention carried to taking into account of regional interactions between activities.  The first, reason is theoretical:  The development of new methods takes into account the economic interactions, by supposing that transactions develop interaction between operators.  Thus the New Geographical Economy, the recent studies developed by Krugman, Venables, Quah and others (1991) expose the importance of space externalities, the agglomeration savings or all other forms of space effects on the industrial geographies and regional distribution and intraregional distribution of national richness.  

Space econometrics techniques can also take account other types of interactions between agents such as social standards, ways of life, cultural components or contiguity effects.  The second reason to develop a regional statistics analysis has an empirical nature.  It is related to the increasing manipulation of spatial data splayed by regional accountancy under a very fine nomenclatures level and the current development of Geographical Information system (SIG) software.  

Space modeling develops indicators which seize the relations between observations shifted in time and space. These same efforts make it possible to characterize the space interactions between agents and behaviors.  They make it possible to distinguish the techniques from space econometrics from the time ones.  Space econometrics is mainly used when the presence of a finished whole (regular or not) of points or zones connected between them by contiguity relationships. 

Methodological choice supposes the presence of a relation between various geographical observations.  This idea involves abandonment of the fundamental statistical assumption of independent observations.  Specification of the space autocorrelation nature requires tools intended to model the interdependence between areas.  Among these tools, we develop the weight matrix and various statistics which detect interregional relations.  These tools also make it possible to test the presence of space autocorrelation in an unvaried space series, using various statistics and measurements of space dependence. 

We use inference methods to test or to detect the presence of the space autocorrelation in spatial residuals models and to determine the space significant latter form.  

Certain coefficients are nonparametric. We site the Moran and Geary indicator and its improvements suggested by Clief, Ord and Dacey.  Some other coefficients are parametric and require the passage by estimating of the space models under various assumptions and the research of methods making possible to contribute to consistent estimators of space models.  

A space model is by its construction under an auto correlated approach. Interdependences between regions and factors of production lead to the rejection of the OLS method. 

I 

 Estimate of the space models 

The space interdependences are seen in various measurements, all depends on the choice of the coefficients of accessibility.  Into this paper, we introduce the space relations in forms of the exogenous coefficients of accessibility where the economic aggregates do not use measurements of the space interdependences.  The space relations in a perfectly integrated system are not seen in only one order or only one vision which is limited to the effect of vicinity or the concept of contiguity.  

A space model dies gift the effects of overflow in the form of a chain of interdependence which can cover the total of the areas of the same system.  The relations of interdependence between all the areas of the system are represented by the table of contiguity which determines the number of borders to cross to pass from an area to another.  But the interdependences are not significant for all order contiguity.  At this time, it is essential to determine by statistical tests the order of interdependence suitable for the system.  

Given the order of interdependence between the various areas, it is advisable to develop an adequate representation of the nature of the interdependences by introducing dynamics relatively to the level of the accessibility coefficients.  In this part, we tried to determine the nature of European space under various exogenous measurements of interdependence.

To estimate the coefficients of a model of the space-time data, it is necessary to pass by testing the space autocorrelation (if we use the coefficient nonparametric) observations which are, in fact, a series of a variable or an economic operation distributed in space, by regarding its localization in wish observations causes regional causality or space dependence. 

For time series, we detect the phenomenon of autocorrelation between errors produced at the time by OLS regression using DURBIN-WATSON statistics or the Lagrange multiplier (LM).  Errors or residuals terms in the different equations are correlated with the endogenous variable. In spatial models we can not use OLS as a convergent tool to estimate parameters. In addition to temporal causalities, space creates an dependence effect between observations where the values of the spatialized series exert mutual interactions.  

Estimating spatial model must pass in the first time by calculating some spatial indicators or statistics. In a second time we estimate parameters and we calculate some parametric statistics, wish able to develop more observations relatives to the space characteristics of interdependences.  

Another method, consists in filtering the space data. It is more delicate than appearance.  Indeed, the detection of a possible space autocorrelation between errors requires that we have the series of residues for a space-time model, in order to be able to build the statistics of LM_LAG, LM_ERREUR and KR. 

Estimating a space models is sensitive to the problem of hetheroscidasticity, insofar as the matrix of  variances/covariances of errors of an empirical model does not carry only one value which is the variance.  There is a correlation between the term of error and the exogenous variable.  This correlation is present in a spatial error model.  The residues are not independent, whereas the errors, they are it or not.  The economists CLIEF and ORD show that only coefficients I and C, under the assumption of normality of the series, can be used, with the proviso of modifying the expressions of the moments, according to asymptotic behaviors' of the economic operation in interaction.  

1. The space model with matrix parameters 

a. various orders of space interdependence  

The model integrates various orders of contiguity or space dependence, higher than 1.  From where the space model with orders superior to 1 is as follows:  
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 is the vector column of ones. His dimension is dimension (R.1).  As an example, let us consider two areas, whose deterministic equations, are written:  
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The matrix form of the model (II, 1, has, 1) is written in the following form:  
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It is noticed that the example shows a contiguity of order 1, insofar as the space variable entered in an area depends on the same variable entered in a close area.  The weight matrix is then of order 1.  The regional dependence between incomes and economic operations of production between these two areas shows a relation seen as an interregional interaction.  The operations of productions are interdependent, the forces of productions of the two areas are interdependent.  

Generally, we can suppose a regional system having a number of areas higher than 2.  In this case, the operations of productions are interdependent in the form of a following space model:
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 is the matrix of interaction between the incomes.  It is a first order matrix.  

The errors are correlated and we can represent the chain of space dependence of the residues by the following equation:  
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 The econometric estimate of the coefficient of this model is delicate in the presence of space autocorrelation between residues produced by OLS.  The above example is similar to the systems of simultaneous equations, where endogenous variable appears in the explanatory and exogenous form:  



  Using OLS method to estimate parameter, we find a non-convergent estimator.  These failures of the estimate can be solved by employing other estimating methods.  If we represent the space dependence by a first order relation in the regional influence, the representation of the regional interaction chain and the interregional regional effects, will be represented as follows:
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 For the example of two areas:  
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To refuse the OLS method, we can calculate a bilateral thirst moments. I mean her by bilateral thirst moments, the covariance between residuals and the endogenous variable of each equation. 
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The OLS assumptions supposes that:  
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In a space model similar to that which we develops: 
[image: image19.wmf]ú

û

ù

ê

ë

é

+

=

ú

û

ù

ê

ë

é

÷

ø

ö

ç

è

æ

+

=

÷

ø

ö

ç

è

æ

2

1

2

1

1

1

2

1

1

ε

ey

ε

E

ε

ε

ey

E

ε

y

E

                                              (I,1,a,8)
And that 
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From where thus: 
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In a same manner, we can determine the correlation between the error term of the second equation of (I, 1, have, 6) as a relationship between the endogenous variable of area 1.  These figures of the regional dependences show the relations between two areas 1 and 2 between which exists a contiguity which is reflected on the space-time interactions between economic agents behaviors, between the dynamic ones of the reactions between  individuals consumptions and producers.  This simplified representation of the interactions shows a space correlation between an endogenous variable representative of an economic operation (the operation of production) and a term of error.   
The estimator of e is:  
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The OLS method is then skewed.  

II. Measurements of space interdependence 

All the statistics which treat phenomenon of the space autocorrelation have a starting point according to which the spatialized observations out of transverse section are not a priori independent.  We defines the spatial autocorrelation as a positive or negative correlation of a variable with itself coming from the geographical provision of data.  

When there is space autocorrelation for a variable that means that there is a functional relation between what occurs in a point from space and elsewhere.  Tobler (1979) had already underlined it by suggesting the first law of the geography:  " Everything is related to everything else, goal closer things more so " 

The concepts of " proximity " and " distance " which translate this idea will be taken into account through the use of the weight matrices according to various exogenous and endogenous approaches.  The space autocorrelation thus differs from the temporal autocorrelation.  The latter is indeed one-way since only the past influences the future.  On the other hand, the space autocorrelation is multidirectional since "all is connected to all".  This generalized interdependence implies the complexity of the methods of treatment of space autocorrelation.  For example, certain estimating methods are valid for the time series and are not directly transposable with the space case.  

The space autocorrelation has two principal sources: 



The first relates to the space autocorrelation which can arrive owing to the fact that the data are affected by processes which connect different places and which are at the origin of a particular organization of the activities in space. This source of dependence of the space observations is explained in certain case by the problems of sampling.  Indeed, the diffusion of a phenomenon (like the technological diffusion) from one or several places of origin implies that the frequency or the intensity of the measurement of this phenomenon depends on the distance to the origin.   Compared to the localizations close from/to each other, therefore comparable distances from the origin, will thus be associated similar frequencies for the studied phenomenon.  The processes of interactions can also be with the source of the space autocorrelation.  The events or the circumstances in a given place affect the conditions in other places.  Indeed, if the latter interact in one way or another, by movements of goods, people, capital, space externalities or by the forms of the individual behaviors, an economic actor influences the actions of other actors. 



The second source of the space autocorrelation arrives of a bad specification of the model, like omitted variables spatially auto correlated of an incorrect functional form, missing data or errors of measurement.  The autocorrelation appears in this case on the level of the residues estimated starting from a space model.  The autocorrelation is then regarded as a tool of diagnosis and detection of a bad specification of the model. 

It should be noted that the localizations in space are divided into three categories.  They can be first of all points representing of the localizations of stores, of urban surfaces... These points are often measured by their latitude and their longitude. Then, these localizations can be lines, connected between them or not, like a road or river network.  Lastly, the data are sometimes provided for geographical surfaces like areas or countries.  In all the cases, the number of these points, these lines or these zones is finished. 

1.    Space autocorrelation with exogenous interaction 

a. 
 Coefficients of Moran and Geary: nonparametric measurements 

The more used coefficient in the analyses of the space dependence is that proposed by Moran in 1950.  This coefficient uses a Boolean matrix or a contiguity one of first order which provides a regional interaction represented by binary characters.  The statistics of Moran are as follows:  
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Index I represents the area.  

With 
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. A represents the number of existing bonds in the regional system formed by a limited number of integrated areas.  

The numerator of the above coefficient is interpreted as a covariance between the contiguous units, between which there are common borders.   Each contiguity being balanced by 
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. The denominator is only a coefficient of standardization. The denominator is the original variance observed in the sample, without taking account of the effect of vicinity.  We will be able to find the analytical expressions of the hope and the variance of these statistics under various assumptions (among which that of normality of distribution of the economic operation)
.  

If the space matrix dependence used is Boolean form, A is the number of border which it is necessary to cross while passing from an area to another neighbor.  

  In absence of the space autocorrelation, the coefficient of Moran is equal to 0.  The positive autocorrelation means that for high value of  
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 corresponds to highs values in the contiguous areas.  In the same way, the existence of the positive space autocorrelation results in a positive value of  I, where a low value of 
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 corresponds to low values of the space variable, entered in the areas contiguous to it.  The negative space autocorrelation results in a negative value of  I.  With a low value of 
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 correspond of the values raised in the areas contiguous to it and screw poured.  

By using the Moran formula for European data and an exogenous matrix of contiguity, we can define the nature of the interaction which governs all the European continent as well as the distribution of the zones between which there is an interaction.  If the value of Moran is negative, the regional interaction contributes to the formation of the clubs convergence
.

Apart from the simplicity of the coefficient of Moran, the use of this last installation sometimes of the problems making difficult the interpretation of the results found:  

1 / Measurement of the spatial autocorrelation depend on the weight matrix.  To accept the absence or the presence of spatial autocorrelation for the contiguity definition, always does not imply that we arrive at the same conclusion with other definitions of the contiguity.  It is thus necessary to evaluate, as far as possible, the robustness of the results obtained with the choice a weights matrix as a measurement of spatial interdependences.  

2 / Another problem is connected to the way in which the space data are aggregate.  The level of aggregation can have an effect to the measure of the space autocorrelation.  It is about the " MAUP " or " Modifiable Areal Unit Problem  " (Anselin, 1989) which covers two potential problems.  Firstly, the space autocorrelation can be affected by the level of aggregation; it is the scale effect (Cabbage, 1991).  For example, the results can change according to whether we use European data on level NUTS1 or level NUTS2.  Secondly, it there much ways of cutting out an area in several subdivisions, which gives place to many space configurations
.  Space autocorrelation is also sensitive to this problem of units space form.

The existence of the negative space autocorrelation means that area with high income is surrounded by other areas with weak incomes.  The areas having high incomes exert a an attraction force.  This area is seen like a center whereas the other contiguous and close areas are regarded as periphery.  

This idea is principal insofar as the negative space autocorrelation creates convergence clubs.  At the interior of each club, it is carried out phenomena of correction and internal reduction of the income per capita variation, by the means of a continuous change of the labor productivity which proves purely spatialized. 

Because of the insufficiencies of statistics (in calculating the Moran indicator), certain economists, geographers or planners propose the use of other more general coefficients and incorporate the geographical characteristics better
.

We propose the Geary indicator which employs binary characters of the contiguity matrix.  This coefficient is built on the products between the deviations of the areas incomes. The coefficient of Geary uses the squares of the differences between the values taken by the variable on the contiguous areas.  

The denominator of the coefficient is identical to that of Moran.  
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 Absence of the space autocorrelation, according to the Geary coefficient, results in a value equal or more exactly close to 1.  If there is positive space autocorrelation, (respectively negative) the coefficient is lower (respectively higher) than 1.  In the same way, we can calculate the coefficient "of space influence ":
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, whose variation is similar to that of a traditional coefficient of autocorrelation.  The absence of autocorrelation results in a zero value of
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. The positive autocorrelation (respectively negative) results in a positive value (respectively negative) of
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b. Space coefficients of determination to geographical characteristic 

The coefficients suggested by other authors are only improvements of the two preceding coefficients.  

The first way of generalizing these coefficients is to take into account the different orders of contiguity.  For that, it is enough to replace in the original formulas  
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 and A values provided by the various exogenous and endogenous contiguity matrices.  Several authors made the systematic study to generalize the coefficient of Geray presented previously.  Such a step initially makes it is possible to see how are behaves of the variable in space by building the correlogram
who associates each order of dependence or level of contiguity to the value of the autocorrelation coefficient.  



  The second manner of generalizing the coefficients of Moran and Geary rests on the observation under the concept of contiguity builds as a bad descriptor of the regional causality structure. By an example, let us consider two contiguous areas 
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, the values taken by the variable in these two areas enter in the calculation of the coefficients under one of the two following forms:   
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The coefficient of Moran is regarded as being the relationship between the covariance of various economic operations balanced by the corresponding weights and the original variance.  It gathers with a usual determination coefficient.  In the case of the interaction at the contiguity matrix form, the Moran coefficient represents the relationship between covariance of incomes of the contiguous areas and total covariance.  

The Geary coefficient is differed from the Moran one, insofar as it measures the relationship between two variances.  This relationship is between variance balanced by the coefficients of accessibilities and the original variance.  In the case of a contiguity matrix, the Geary coefficient is interpreted as being the relationship between variance of incomes of the close areas divided by the original variance.  For this reason, the existence of positive space autocoorrelation according to the Geary formula is explained by a value of the indicator higher than the unit.  A value of the Geary coefficient lower than 1 definite the existence of a negative space autocorrelation, where the rich areas are surrounded by the rich areas and screw poured.  



  Whatever the position of two areas I  and J  Dacey showed that it is possible to modify the regional configuration without varying the I  and C coefficients.  It is enough that the contiguity relations remain the same ones (it is an unreal case). The representations a spatial indicators rest a statistical design wish is independent to the interactions matrix representations.  To enrich them, it is necessary to balance these calculations by space and geographical representations of the interregional weights. Consequently, the construction of the effective coefficients to seize the space autocorrelation rests on the integration of certain characteristics other than the contiguity approach.  It is fundamental that the coefficients to be proposed integrate in the formulas the values of incomes of the areas in interaction.  In the same way, it is fundamental that the topological invariance problem
 do not exist.  



  It seems illogical to modify the space structure by preserving the same values for the variable, but the problem is real.  To cure the problem of uncertainty of the space dependence, the calculation of the space interactions between various economic operations requires the consideration of several determinations of distance in calculations of the interregional weights.  We quote the example of the virtual and angular distance.   

In addition, Dacey proposes to take account of the areas surface, in the presence of the exogenous space dependence which does not depend on the economic characteristics.  The author implies in the calculation of the space autocorrelation coefficient, the length of the common borders.  The geographical characters override the economic characters in this statistical coefficient which measures an economic relation of dependence.  The approach uses surfaces of the areas as well as the perimeters common to the close areas.  More precisely the Dacey coefficient is written:
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 With 
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.  The Deacy coefficient is inapplicable for the contiguity orders higher than 1.  It is not the only improper which affects this coefficient.  Indeed, if the number of areas is high (what is generally the case) the calculation of 
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 is difficult.  It is about a true obstacle, it is not possible to calculate the Deacy coefficient moments which prevents its use to build the statistical tests.  



  In the Deacy coefficient, we notes that the geographical elements integrated in the calculation are calculated by the factor 
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 elements in the contiguity matrix, the Moran and Geary coefficients will be increased by the geographical elements introduced by CLIEF and ORD (1973):  
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We can now defining the equations 
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 who will be necessary further to calculate the first and second order moments of the two coefficients that we use to measure the space dependence: 
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  The Moran coefficient is generally preferred because of its simplicity, in spite of the probable problem of topological invariance which can occur during the use of the coefficient.  This problem does not represent in reality prevention when we try to detect the existence of autocorrelation according to the Moran coefficient
. In the same wayusing of the Moran coefficient reduce certain methodological problems because space cuttings are generally stable. Consequently the absence of autocorrelation results in a zero value of the Moran coefficient.  

While, in absence of autocorrelation, the Geary coefficient takes a value which varies with the achievements of the variable and the regional structure:  
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The decision arguments based on Geary coefficient is bellow:
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Calculation of the space dependences measurement requires the passage by the autocorrelation test. 

The Geary coefficient can be calculated by area.  I.e., we can show, by using the Geary formula, the existence of significant connections or an autocorrelations between incomes of the areas and that of a particular area.  The relation (II, 1, B, 8) explains the manner according to which Geary determines the level of integration of an area i in the complete geographical system, through the value of the coefficient.   

2 Recent tests of space dependence:   parametric coefficients 

The traditional tests of space autocorrelation are divided into several categories.  First of all, the Moran test is the oldest one and still more used.  It aims testing the space autocorrelation of residues when errors follow an autoregressive process.

The Geary coefficient statistical test is differed from Moran due the initial representation of the coefficient.  In the same way, the Kelejian and Robinson (KR) test are also used insofar under the null assumption of existence of an interdependence of errors in the econometric models with spatial errors.  

More recently, the Lagrange multiplier (ML_LAG and LM_ERREUR) tests were developed and they can be in one-way, when a simple assumption is tested by supposing a correct specification for the remainder of the model. That is to say multidirectional, when several types of space dependence are tested.  The power and the robustness of these tests were studied in some simulations studies. 

a. LM_LAG and LM_ERREUR tests

Tests ML_LAG and LM_ERREUR are used in the space models with errors spatially dependent.  They are developed by Anselin and Rey (1991).  These indicators are based on a generalized specification of the space dependence in the space series or residues. The regional dependence test of variables is:  LM-LAG. This indicator detects the space autocorrelation of exogenous and endogenous variables at the same time.  It is defined as follows, for a space model:  
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In absence of the explanatory variables in the spatial non error auto correlated model as shown above, the coefficient 
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 is supposed to be null.  The only coefficient to be estimated is
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With Z the matrix of explanatory variables WY and X : 
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[image: image66.wmf]'

ε

ˆ

 the vector line of the errors estimated by OLS. 

Quantity:  
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To detect autocorrelation of errors estimated by the OLS, Anselin and Rey (1991) propose the following indicator: 
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Values 
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 are estimated after estimating of the spatial model by a method which contributes to the consistent estimators.  

b. Kelejian and Robinson tests 

This test is built for the autoregressive model so that the residues are broken up in the following way:  
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Where u and v are homoscidastic and errors are independent.  The variance covariance matrix is follow: 
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Where 
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The matrix of variance covariance is a flat matrix.  From where, the errors in estimation for various localizations are auto correlated.  This idea shows that the use of the method of the OLS in the estimate of a model space, contributes to no convergent estimators.  

 For the null hypothesis test wish is 
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 Anselin (1998) shows that the statistics of test are written: 
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Where 
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A positive and statistically significant value of KR proves the existence of a space autocorrelation between incomes values. The terms 
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 are estimated by a convergent method which contributes to the consistent estimators. 

3 Spatial autocorrection test 
It is possible to build a spatial autocorrelation test under the two choices bellow:
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First of all, we tries to know how behave the coefficients of space determination (statistical distribution of these coefficients), when the number of areas becomes high.  We try to calculate the first and second moments of the used coefficients. We consider the two coefficients (Moran and Geary coefficient) whatever the matrix of the space interaction.  However, the original formulas are only the particular cases for which:  
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With regard to the moments of the first and second-order of I and C, two assumptions are possible within the framework of 
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the values taken by the variable Y  for the various areas are the achievements of a random variable distributed according to the normal law.  It is the assumption NR (normal).  

It is supposed that the values of the variable do not follow the normal distribution, but they follow an unknown distribution law.  It is the assumption Ra (randomization) 

The construction of the statistical tests requires the research of the law distribution of the space coefficient as well as the first and second-order moments.  Existence of space autocorrelation test at the economic operation requires to develop the average and the variance of the used coefficient.  

a. Spatial autocorrelation test using non parametric and geographic coefficients 

When the number of areas is sufficiently high, the space autocorrelation test of a regionalized series is built since the coefficient used follows the normal law.  If we use the Moran indicator as a space autocorrelation measure, the space autocorrelation test requires the calculation of the t statistics which follow the Student law under R degrees of freedom. 
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The calculated statistics follow the Student law of 212 degrees of freedom.  We compare the computed t statistical value with the tabulated value (
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),  under a first order risk 
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. If we want test the existence or the absence of spatial autocorrelation using Geary indicator. We must calculate the statistic bellow: 

[image: image90.wmf]V(C)

C

E(C)

t

-

=

  
                                                                                                  (II,3,a,2)

In addition of the first order risk (
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), the decision rule give the second rang risk test for acceptance the
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b. Space autocorrelation test of the space series by using the recent coefficients 

The tests relate to LM-LAG and LM-ERROR statistics is more easy the non parametric approach. Space autocorrelation in the regional series (respectively of the errors in estimation of a space model estimated by OLS) is given by a high value of LM-LAG (respectively LM-ERROR) statistics and a probability of acceptance the null assumption close to 0. Anselin and Rey showed that LM-LAG respectively LM-ERROR, follow a 
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c. Example of detection of the space autocorrelation for European data 

We use European spacial data and exogenous interdependence matrix where the elements 
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 are calculated and standardized.

                The regional weight matrix has 212 European areas, considered according to NUTS2 nomenclature.  We try to detect the autocorrelation between European regional incomes by using data relating to 26 years from1975 to 2000.  

To calculate certain statistics, it is fundamental to carry out output estimation from the space model.  Estimating method is given according to the nature of the data and the errors or the residues of the space model.  

The LM_LAG indicator uses OLS to determine the residues of a space model which will be integrated in the calculation of autocorrelation coefficient.  The LM_ERREUR and KR statistics require an estimating method which provided consistent estimators.  We showed in the preceding paragraphs that the GMM provide consistent estimators for a space model.  

Our work, in this paper is to show the nature of space and its effect on the economic operations.  Initially, we define the space interaction under a contiguity form.  I.e., we represent the interdependences by matrix of stable and exogenous neighbors.  

The space model is estimated under the contiguity assumption.  The model is:  
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Where Y represents the vector of regional incomes and W the weight matrix representing regional interactions. The matrix W is a representation of the elements 
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 who measure the space dependence of the regional incomes. 

It is supposed that if two areas are neighbors, the effect of the one on the other, is certain.  I.e.:  
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This last assumption constitutes the exogenous approach of the regional contiguity between given localizations:  it is the approach of contiguity.  

By using the detailed chart of Europe with 12 countries, European nomenclature NUTS2 and the data base EUROSTAT REGIO, we could determine the dependence matrix or for binary elements.  The number of areas retained for an official regional cutting comprising is 212 areas.  

Calculation of space autocorrelation indicators under the above assumption gives result in the following table 1: 

Table 1:  Incomes spatial autocorrelation coefficients in Europe by using the static representation of interaction according to the contiguity matrix and the probabilities' of accepting the null assumption 

	years
	LM_LAG
	LM_ERREUR
	KR
	Probability (LM_LAG)
	Probability (LM_ERREUR)
	Probability (KR)
	Geary
	Probabilitéy

(geary)

	1975
	0,0077
	0,0430
	0,0380
	0,93
	0,836
	0,845
	0,009
	0,5

	1976
	0,0012
	0,1920
	0,0360
	0,972
	0,661
	0,849
	0,0035
	0,5

	1977
	0,0010
	0,1830
	0,0350
	0,974
	0,669
	0,851
	0,009
	0,5

	1978
	0,0011
	0,1720
	0,0340
	0,973
	0,678
	0,854
	0,0036
	0,5

	1979
	0,0012
	0,1610
	0,0310
	0,972
	0,688
	0,86
	0,002
	0,5

	1980
	0,0011
	0,1530
	0,0290
	0,973
	0,696
	0,865
	0,002
	0,5

	1981
	0,0010
	0,1460
	0,0280
	0,974
	0,702
	0,867
	0,002
	0,9

	1982
	0,0010
	0,1350
	0,0270
	0,975
	0,713
	0,869
	0,0024
	0,5

	1983
	0,0010
	0,1270
	0,0260
	0,975
	0,721
	0,872
	0,0025
	0,5

	1984
	0,0012
	0,1230
	0,0260
	0,972
	0,726
	0,872
	0,0024
	0,5

	1985
	0,0013
	0,1220
	0,0260
	0,972
	0,727
	0,872
	0,0024
	0,5

	1986
	0,0012
	0,1080
	0,0270
	0,972
	0,742
	0,869
	0,0022
	0,5

	1987
	0,0010
	0,1010
	0,0270
	0,975
	0,751
	0,869
	0,0021
	0,5

	1988
	0,0013
	0,0900
	0,0273
	0,971
	0,764
	0,868
	0,0018
	0,5

	1989
	0,0013
	0,0860
	0,0270
	0,971
	0,763
	0,869
	0,0014
	0,5

	1990
	0,0014
	0,0810
	0,0280
	0,97
	0,776
	0,867
	0,001
	0,5

	1991
	0,0015
	0,0750
	0,0280
	0,969
	0,784
	0,867
	0,001
	0,5

	1992
	0,0015
	0,0750
	0,0270
	0,969
	0,784
	0,869
	0,0014
	0,5

	1993
	0,0016
	0,0780
	0,0275
	0,969
	0,78
	0,968
	0,002
	0,5

	1994
	0,0018
	0,0750
	0,0280
	0,966
	0,784
	0,867
	0,002
	0,5

	1995
	0,0025
	0,0800
	0,0280
	0,96
	0,778
	0,867
	0,002
	0,49

	1996
	0,0031
	0,0790
	0,0290
	0,956
	0,777
	0,865
	0,0023
	0,5

	1997
	0,0050
	0,0780
	0,0300
	0,943
	0,78
	0,862
	0,002
	0,5

	1998
	0,0093
	0,0740
	0,0290
	0,932
	0,786
	0,864
	0,0017
	0,5

	1999
	0,0177
	0,0680
	0,0280
	0,894
	0,794
	0,867
	0,0019
	0,5

	2000
	0,1150
	0,0620
	0,0284
	0,734
	0,803
	0,866
	0
	0,5


Given that the regional interdependences are fixed, the evolution and the growth of the incomes of the areas do not have effects on the elasticities and on the space influences.  In the same way, table 1 shows the neutrality of the vicinities effects and the absence of any significant space bond in Europe.  The probabilities of accepting the null assumption for each indicator are high and do not give any idea that there are relations on the level of the economic operations in Europe.  

However, the vicinity does not represent a better representation of the space interdependences.  The regional interdependences exceed the significant neighbors to be throughout complete regional system.  From this idea rises a new representation of the space interactions to produce a new weight matrix, where the elements are measured 
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by the number of borders to cross to pass from an area to another.  But, the space bonds according to this representation will contribute to a positive relation between the remote areas, as long as the distances enter they is raised (the virtual distance here is measured by the number of borders to cross), which is absurd. 


  For this fact, we propose to integrate dynamics into the regional interactions and we hope to add time in the accessibility coefficients.  At this stage, we suppose that we have each year virtual borders to cross wish decrease according to time.  We suppose that the year 1975 is correspond to t=1, 1976 to t=2, and so on. Consequently, there will be an interaction matrix for each year. For each one, quantity 
[image: image101.wmf]ij

w

is bellow:
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 correspond to the departure interaction which is equal to the number of borders that it is necessary to cross to pass from i to j.   At each year there will be a space interaction matrix where the interactions are accentuated and the virtual borders to cross diminish.  

The calculation of the autocorrelation indicators is represented in table 2.  In this last, we provide tests of significant autocorrelation.  

Table 2: Incomes spatial autocorrelation coefficients in Europe by using the demoralized representation of interactions and the probabilities of accepting the null assumption 

	année
	Moran
	Probabilité (Moran)
	LM_ERREUR
	Probabilité (LM_ERREUR)
	KR
	Probabilité (KR)
	geary
	Probabilité (Geary)

	1975
	-257,13
	1
	0,756
	0,384
	9970,6
	0
	1762300,72
	0

	1976
	16,35
	1
	0,396
	0,528
	15450,9
	0
	228337,21
	0

	1977
	25,96
	1
	0,156
	0,689
	21140,68
	0
	64119,67
	0

	1978
	14,153
	1
	0,048
	0,825
	27630,95
	0
	11962,01
	0

	1979
	7,019
	0,999
	0,0349
	0,851
	39221,39
	0
	3139,36
	0

	1980
	3,34
	0,999
	0,0717
	0,788
	48007,27
	0
	1207,73
	0

	1981
	1,684
	0,906
	0,121
	0,728
	55200,86
	0
	775,39
	0

	1982
	0,808
	0,58
	0,203
	0,652
	51153,4
	0
	279
	0

	1983
	0,406
	0,314
	0,242
	0,622
	66337,02
	0
	136
	0

	1984
	0,208
	0,164
	0,224
	0,636
	73920,8
	0
	67,56
	0

	1985
	0,103
	0,0819
	0,181
	0,595
	77404,4
	0
	34,06
	0

	1986
	0,052
	0,0415
	0,27
	0,603
	79063,21
	0
	16,38
	0

	1987
	0,0254
	0,0202
	0,263
	0,607
	78610,8
	0
	8,28
	0

	1988
	0,0126
	0,01
	0,234
	0,642
	81441,48
	0
	3,97
	0

	1989
	0,007
	0,00498
	0,309
	0,578
	92511
	0
	1,78
	0,003

	1990
	0,00334
	0,00265
	0,296
	0,548
	98138
	0
	0,9
	0,0018

	1991
	0,000187
	0,00149
	0,29
	0,589
	115341,184
	0
	0,45
	0,03

	1992
	0,000931
	0,000742
	0,345
	0,556
	124328,32
	0
	0,24
	0,04

	1993
	0,000436
	0,000346
	0,452
	0,5
	11383,19
	0
	0,14
	0,044

	1994
	0,000021
	0,000168
	0,493
	0,48
	112175
	0
	0,07
	0,047

	1995
	0,0000103
	8,24E-05
	0,403
	0,525
	112367,39
	0
	0,036
	0,048

	1996
	5,07E-05
	4,04E-05
	0,396
	0,529
	106739,88
	0
	0,019
	0,049

	1997
	2,51E-05
	2,00E-05
	0,348
	0,555
	106531,15
	0
	0,009
	0,049

	1998
	1,25E-05
	6,97E-06
	0,353
	0,552
	108261,49
	0
	0,0045
	0,05

	1999
	6,18E-06
	4,90E-06
	0,427
	0,513
	113388,27
	0
	0,0024
	0,05

	2000
	3,10E-06
	2,99E-06
	0,451
	0,501
	128330,17
	0
	0,00021
	0,05


We excludes in this table calculation from coefficient LM_LAG because it rests on the calculation of the space autocorrelations by using the OLS.  The LM_ERREUR and KR coefficients are calculated starting from residues of the space model estimated by GMM method.  

It is noticed that all the coefficients show rejection of space incomes autocorrelation in Europe.  The Moran and Geary indicator are calculated from the unquestionable and not estimated data.  The Moran coefficient is non significant from 1975 to 1984 and the autocorrelation of the incomes becomes positive (but weak) since 1985. The Geary indicator decrease throughout the sample.  In 1990 the space autocorrelation passes from a positive autocorrelation to a negative autocorrelation (the value of the indicator are lower than the unit).  

The probability relative to LM_ERREUR coefficient decreases in time and shows gradually that the space dependence increases with time and in parallel with the adhesion of new areas in the European Union.  

The KR statistics are statistically significant during every year and show existence of space autocorrelations in Europe. 

Conclusion

To measure spatial interdependences between regions or countries is necessary to carry out the relationships in system. At this goal, we must produce some indicators and statistics able to evaluate different relations between production operations in the regional system. Somme indicators are non parametric, such as Moran and Geary statistics, wish doesn’t require a large sample of spatial and regional data. Other techniques are parametric wish uses a spatial econometric modeling and inference methods. 

In this paper we try to carry out the nature of spatial dependence between European economic production operations. We use an exogenous definition of the contiguity and weight matrix and parametric or non parametric approaches. 

If we use contiguity matrix and NUS2 data published by EROSTAT REGIO, all statistics give an important results relative to the absence of spatial autocorrelation between European economic operations.

If the spatial interdependences are represented by the weight matrix and the dynamic interaction, all indicators show absence of autocorrelation.

Lastly, we can say that, if spatial interactions are represented as an exogenous way, there is significant interdependence between European regional production operations. So that space must be regard as an endogenous variable. At this spatial representation probably there is a spatial autocorrelations between lot operations in Europe. 
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� Convergence considered is calculated according to the Solow optic 





� Regional cutting can rest on the principle of Zoning developed by Aydalot (1985) 





� To integrate the geographical data does not mean only we endogenous space 





� The correlogram term is exploited in this work in a statistical way by referring to the statistical studies evoked by Cressies.  The approach consists in determining for each geographical area a constant of economic gravity similar to that of the theory of universal gravitation presented by Newton.  








� Topological invariance means that if we change geographical cutting according to various optics, the best specification of the coefficient of space autocorrelation gives the same result concerning the space existence or not of the autocorrelations  








�We use these quantities in the determination of the coefficients of Moran in table 1 





� All the coefficients are not safe from topological invariance 





� In this case, there is spatial autocorrelation if�EMBED Equation.3���
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