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Abstract: 
This paper constructs coincident and leading indicator indices for the Barbadian business cycle using the Stock and Watson (1989) method and a variant thereof. The results indicate that both procedures seem to provide indices that reflect the reference business cycle fairly well. 
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1. Introduction

Economic facts, past and present, show that the economy of each country goes through many different phases characterised by alternating periods of more or less steady growth and recessions of varying impact.

It is important for different economic agents to follow and predict the consequences of theses fluctuations in activity as well as those of shocks –internal or external- which may have positive or negative effects.

Indeed, it is vital for the government to pay close attention to the manner in which growth evolves since this determines the amount of tax revenue and has consequences for the level of unemployment. For their part, firms must rely on analysis and forecasts in order to manage their business optimally. Finally, households will alter their saving and consumption strategies by taking into account the economic climate and the evolution at the labour market.

For different reasons, the forecasting exercise is crucial and fully justifies the many economic research projects undertaken the world over for the elaboration of techniques for forecasting turning points.

Of course, in the special case of developing countries, it is perhaps easier to appreciate the necessity of such an exercise. As Williams (2006) points out, « While good official statistics are a valuable public resource in any national context, their role in guiding the formulation of public policy gives them an even greater importance in developing countries, where the impact of public policy decisions tends to be amplified in the presence of large economic and social imbalances. Good statistical systems, therefore, tend to provide a relatively higher social return in countries such as those of the Caribbean. »
Leading indicators were developed as a convenient response to the unwieldy structural models which for a long time were used to make short-term economic forecasts.

The construction and use of these indicators in the most economically advanced countries is now a well established activity and reflects a plurality of actors such as governmental organisations, private institutions, central banks and large commercial banks.

On the other hand, the literature in this domain is quite sparse when it comes to developing countries. In fact, leading indicators for such countries appeared for the very first time after 2000, following upon the financial crisis in South East Asia 10 1997 and in South America at the turn of the 21st century, especially the Argentina crisis of 2001-2002. Authors like Burkart and Coudert (2002) and even more recently Marongiu (2005) have proposed the use of leading indicators to prevent the onset of financial crisis. In the same spirit, countries like Malaysia and the Philippines have agreed to put in place systems for the generation of leading indicators in the spirit of those of the OECD countries (Zhang and Zhuang (2002)).

In a recent paper, Cotrie, Craigwell and Maurin (2006) discuss the almost total absence of leading indicators used in the Caribbean basin. To this day, among the 15 CARICOM member states, a leading indicator exists only for Trinidad and Tobago and has been constructed by the Caribbean Money Market Brokers, a private financial company.

This article seeks to address the absence of such indicators in a concrete manner. It is our hope to construct coincident and leading indicators for Barbados and to discuss their performance.

The structure of the paper is as follows. Section 2 is a brief review on coincident and leading indicators. Section 3 deals with the economic performance of Barbados. Section 4 presents a chronology of the Barbadian real GDP series. Sections 5 and 6 discuss the application of the Stock and Watson (1989) (hereafter SW) methodology that we used. Section 7 develops a simplified version of SW approach due to Mongardini and Saadi-Sedik (2003), and compares these results with those from the SW estimation. Section 8 concludes.

2. The Economic Performance of Barbados

Despite its small size of 431 square kilometres, a population of less than 270,000 inhabitants and a meagre endowment of natural resources, Barbados’ development experience has been a true success story. It has diversified from a monoculture based on the production and export of raw sugar, to an economy driven by tourism and financial services. Barbados remains among the most developed countries in Latin America and the Caribbean, with levels of health, education, communication and social services comparable to those of industrialised countries. In fact, in 2004, Barbados was ranked 29th among 177 countries in the United Nations Development Programme’s Human Development Index.
Graph 1: The Real GDP of Barbados
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Graph 1 depicts the growth experience of Barbados, which can be summarised in terms of the following sub-periods:

· The diversification and growth phase of the 1974-1980 period, when tourism and manufacturing were taking over from sugar as the dominant earners of revenue and generators of employment.  In the first half of this decade, in the midst of a global recession with high inflation, stagnation in the principal markets for goods and services and increasing transportation costs, there was declining sugar production and moderate growth in the industrial and tourism sectors, leading to a drop in real output between 1974 and 1975.  However, by 1976 the Barbadian economy rebounded.

· The slower growth phase of the 1980-1990 period, associated with two oil shocks that had very negative effects on Barbados’ trading relations. The second shock in 1979/1980 triggered a long and deep recession, as shown in a fall in production between 1981 and 1982, which was accompanied by an abnormally high inflation rate.  From 1983 to 1986, there was increased optimism about economic prospects, thanks to international tourism.  Nevertheless, the economy showed signs of slowing and the dynamism, which had long been a positive feature of the economy, disappeared. Investment declined sharply, manufacturing output shrank, agriculture – mainly sugar – continued its downward trend and tourism suffered a decrease in arrivals from regional sources.  Consequently, the Barbadian economy recorded contractions in real GDP of 3.1% in 1990, then 4.1% in 1991 and 6.2% in 1992. This real sector crisis was accompanied by a balance of payments crisis, which led to capital flight and debt accumulation.

· The recovery phase between 1993 and 2000, primarily occasioned by the application of austerity measures from the International Monetary Fund structural adjustment programme.  In this period, Barbados resumed a positive growth path, with real GDP rising for eight consecutive years, boosted mainly by tourism and financial services.

· The September 11 period 2000 to 2001. A world recession and the September 11 terrorist attacks put a damper on real value added of major sectors like tourism and manufacturing. Government had to increase expenditure to keep its main engines of growth going.

· The post September 11 period. With government counter cyclical spending, tourism recovered and real output started to grow.

3. The Stock and Watson Theoretical Approach to Economic Indicators

The composite coincident economic index (CEI) is based on an econometric model in which the “state of the economy” is an unobserved variable, which is common to several macroeconomic variables. The model relies on the fact that the fluctuations in these variables share a common element, which can be estimated. If the coincident index truly reflects the state of the economy, then a good forecast of this coincident index should make a good leading index.  The co-movements at all leads and lags among the coincident variables are modelled as arising from a single common source 
[image: image2.wmf]t

C

, a scalar unobserved time series that can be thought of as the overall state of the economy. The structure of the model used here is:
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where 
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 is a vector of the logarithm of observed coincident economic variables, 
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 represents the logarithm of the state of the economy at time t, L denotes the lag operator and 
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 are respectively vector, matrix and scalar lag polynomials. The error term 
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 is serially correlated and its dynamics are specified by an autoregressive process 
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 are assumed to be serially uncorrelated with a zero mean and a diagonal covariance matrix Σ. 

The stochastic dynamic of 
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is an autoregressive stationary operator of order p and  
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 have common stochastic trends. Hence, consider the model in first difference form:
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The coincident index is the estimated value of 
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 conditional on the information available at time t, and notice 
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 is a weighting vector.

Two further steps are necessary for the estimation of the coincident indicator: (i) rewrite Expressions (4) to (6) in a state-space form and estimate the parameters of the model and the unobserved state of the economy using a Kalman filter  (See Y. Liu (2001) and Appendix 1) and; (ii) in the procedure, each coincident economic variable in the vector Y is first difference and normalised by subtracting its mean difference and then dividing by the standard deviation of its difference. Hence, 
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 must be de-normalised and de-logged in order to find the final coincident index. 

Finally, to estimate the leading indicator Stock and Watson (1989) used the Vector Autoregressive (VAR) methodology. Formally,
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where 
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 is a vector with stationary leading indicators and 
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 are serially uncorrelated error terms. 
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4. Construction of a Coincident and Leading Indicator with the Stock and Watson Methodology

The Coincident Indicator

The first step in estimating a composite index of coincident economic indicators (CEI) is to determine a reference series for the state of the economy. Real GDP was chosen and its chronology developed in the fourth section of this paper. Next, chose indicators in order to determine the state of the economy: this paper uses the industrial production index (IPI), the retail value added (RV) and manufacture value added
 (Manu) as indicators. Why these series?  Several variables of various combinations and permutations were tried .Not only are readily available and account for significant activities in the Barbadian economy, but these series are highly correlated and closely mimics the reference series (see Graphs 3 and 4 and Table 2).  
Graph 2: Series Evolutions
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Graph 3: Series Growth Rate
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Table 1: Correlation of Indicators with GDP for the Coincident Indicator

	
	GDP
	IPI
	MANU
	RV

	GDP
	 1.000000
	 0.856852
	 0.311896
	 0.903366

	IPI
	 0.856852
	 1.000000
	 0.498718
	 0.835497

	MANU
	 0.311896
	 0.498718
	 1.000000
	 0.333109

	RV
	 0.903366
	 0.835497
	 0.333109
	 1.000000


The next step is to estimate Equations (4) to (6). To start, the series are tested for the presence of unit roots. The results of the Augmented Dickey and Fuller’s unit root test (see Appendix 2) indicate that the log series need to be difference once to be stationary. Moreover, because of the seasonality in the series, the standard X12 procedure developed by the U.S. Census Bureau is used to seasonally adjust the series (see Graph 5).  Furthermore, the Johansen’s cointégration test indicates that the series are cointegrated at the 5% level of significance (see Appendix 2). 

Graph 4: Seasonally Adjusted Series
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Now, the Kalman filter, which consists of a sequence of prediction and update steps, can be applied to Equations 4 to 6.  Assuming that 
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 follows an AR(1) and 
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 an AR(2), the measurement and transition equation can be obtained (see Appendix 3)

The results indicate that most of the coefficients are statistically significantly different from zero, suggesting that the model is reasonably well specified.

The coincident indicator can be written as a function of its components in the following way: 
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  where W (L) is a weighting vector that gives the contribution of each variable to the composition of the index. Doing this gives:
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Graph 5: Comparison CEI1 and GDP growth
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The dynamics of the estimated coincident growth rate index exhibits similar properties to the GDP growth rate (see Graph 6).  Hence, the fitted values of the equation can be interpreted as the growth rates of the composite index. A simple procedure is then used to derive the index: the initial value of the index is set equal to the equivalent observation for real GDP; subsequent observations are then derived by multiplying the previous observation by the fitted quarterly growth rate. The CEI1 so derived is shown in Graph 7.
Graph 6: Comparison CEI1 and GDP
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From Graph 7, the coincident indicator index displays similar business cycle characteristics of the Barbadian economy as the reference series, real GDP. Measuring the correlation between the two series, we should have real link between the GDP and the coincident indicator. Craigwell and Maurin in 2005 use correlations (r), measured by 
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, which follows the student’s t-distribution with T-2 degrees of freedom, and calculated over different time periods. The results Table 3 imply a significant correlation. Then the coincident indicator is a good representation of the state of the economy.

Table 2: Correlation of CEI1 and GDP

	Period
	Coefficient
	t-statistic

	1974-1982
	0,97
	9,77

	1983-1992
	0,81
	3,65

	1993-2003
	0,69
	2,70

	1974-2003
	0,91
	11,40


The Leading indicator

The approach for estimating the leading indicator is similar to that for the coincident indicator. All possible available series from different sectors of the economy are considered but only four series are selected- the retail price index (RPI); the net foreign assets of commercial banks (FA); long stay visitors (LSV) and money supply (M2), because of their relatively close association with GDP (see Graph 8 and Table 3).  

Graph 7: Series Evolution
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Table 3: Correlation of the Variables

	
	GDP
	FA
	LSV
	M2
	RPI

	GDP
	 1.000000
	 0.749765
	 0.869676
	 0.871812
	 0.876348

	FA
	 0.749765
	 1.000000
	 0.657663
	 0.919608
	 0.768148

	LSV
	 0.869676
	 0.657663
	 1.000000
	 0.773482
	 0.806961

	M2
	 0.871812
	 0.919608
	 0.773482
	 1.000000
	 0.905126

	RPI
	 0.876348
	 0.768148
	 0.806961
	 0.905126
	 1.000000


In order to construct the leading indicator index, a VAR is undertaken using Equations 7 and 8. As is customary, the variables are first checked for stationarity. The results in the Appendix 2 indicate that the variables are all stationary in first difference form. Also, the X12 procedure is utilised to seasonally adjust the data. 

The components of the VAR are the leading indicators discussed above plus the coincident indicator, CEI1. Based on various model selection criteria (see Appendix 4), the optimal model of the VAR is with 4 lags. Also, the Johansen cointegration tests indicate no cointegration at conventional significance levels, justifying that a VAR in first differences is appropriate.  The results of the VAR are also given in Appendix 4.

After estimating the VAR, the equation 
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 is considered and the leading indicator is obtained as follow:

LEI1t+2  =  - 0.38*DCEI1 (-1) - 0.43*DCEI1 (-2) - 0.232*DCEI1 (-3) + 0.22*DCEI1 (-4) - 0.003*DFA (-1) + 0.03*DFA (-2) + 0.03*DFA (-3) + 0.01*DFA (-4) + 0.10*DLSV (-1) + 0.09*DLSV (-2) + 0.09*DLSV (-3) + 0.10*DLSV (-4) - 0.03*DM2 (-1) - 0.01*DM2 (-2) - 0.01*DM2 (-3) - 0.03*DM2 (-4) - 0.25*DRPI (-1) - 0.07*DRPI (-2) - 0.02*DRPI (-3) + 0.51*DRPI (-4) - 0.0004

LEI1t+2  is an estimation of the growth on two quarters of the coincident index.  It’s clear from Graph 9 that the leading indicator is not the growth rate of GDP but only a way to know if the economy will be in recession or contraction. 
             Graph 8: Growth of the Leading Indicator and Growth GDP
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In order to obtain the evolution of LEI1, the same operation that was done for CEI1 is repeated. Graph 10 shows the evolution.
Graph 9: Comparison LEI1 and GDP
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In conclusion, the leading indicator is shown as two quarters ahead forecast. It’s not possible to see clearly if the leading indicator predicts the GDP well. An example using a sub sample is depicted in Graph 11 and makes the picture clearer.

Graph 10: Prediction of LEI1
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It can be seen that the leading indicator predicts some peaks and troughs. The correlations between the two series (see Table 5) show a high link on the entire sample but a small link on the sample 1983-2003. This is reasonable since leading indicators is to determine the state of the economy two quarters ahead and not is real evolution.

Table 4: Correlation between LEI1 and GDP
	Period
	Coefficient
	t-statistic

	1974-1982
	0,9
	5,06

	1983-1992
	0,2
	0,54

	1993-2003
	0,08
	0,23

	1974-2003
	0,79
	6,70


An evaluation for the post sample period of 2004 is given in Graph 12. The results indicate that the LEI1 forecasts a peak in 2003:3 for GDP which is realised in 2004:1, that is two quarters after the change in LEI1. 
Graph 11: Forecast of LEI1 two quarters ahead for 2004
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5. A Comparison with Mongardini and Saadi-Sedik Method   

The Coincident Index

Mongardini and Saadi-Sedik (2003), hereafter MS, provides a simplification of the SW method, and they argued that it could be used when there is a limited sample size. It assumes that the reference series are highly correlated with GDP and have a similar evolution. The same indicators in the SW method are utilised here but only industrial production has these features. Hence, a reduced form equation is estimated as follows:
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It’s a simple regression of the reference series on other indicators that represent the state of the economy. 
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 is the growth rate of the seasonally adjusted industrial production index, 
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 is an error term with a moving average component of order 1. As the error term is not normally distributed in the regression, the standard errors and covariance matrix are estimated using the Newey-West heteroskedastic-consistent procedure.  The results of this estimation are given in Table 6 below:

Table 5: Estimation of Coincident Economic Indicator

	Dependent Variable: DIPI

	Method: Least Squares

	Date: 07/21/05   Time: 09:52

	Sample (adjusted): 1974:2 2003:4

	Included observations: 119 after adjusting endpoints

	Convergence achieved after 6 iterations

	Newey-West HAC Standard Errors & Covariance (lag truncation=4)

	Backcast: 1974:1

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	DMANU
	0.683771
	0.075074
	9.108009
	0.0000

	DRV
	0.077451
	0.038957
	1.988146
	0.0492

	C
	0.002413
	0.001023
	2.358516
	0.0200

	MA (1)
	-0.676025
	0.070122
	-9.640710
	0.0000

	R-squared
	0.714818
	    Mean dependent var
	0.004127

	Adjusted R-squared
	0.707378
	    S.D. dependent var
	0.058525

	S.E. of regression
	0.031659
	    Akaike info criterion
	-4.034581

	Sum squared resid
	0.115260
	    Schwarz criterion
	-3.941165

	Log likelihood
	244.0576
	    F-statistic
	96.08368

	Durbin-Watson stat
	2.060661
	    Prob (F-statistic)
	0.000000

	Inverted MA Roots
	       .68


The coefficients are statistically significant and correctly signed, and therefore, can provide appropriate weights. Graph 13 shows that the fitted value closely tracks the actual data, which means that the fitted values of the regression can be interpreted as the growth rates of the composite index.

Graph 12: Estimation of CEI2: Actual, Fitted and Residual values
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The final step is to derive the CEI2 from the regression results. As in the SW approach, a simple procedure is used to derive the index: the initial value of the index is set equal to the equivalent observation for industrial production; multiplying the previous observation by the fitted quarterly growth rate then derives subsequent observations. The Coincident Indicator Index so derived is shown in Graph 14:

Graph 13: Comparison of CEI2 and Index of Industrial Production
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The index seems to represent the state of the economy relatively well. All the turning points in the cyclical GDP are predicted by the CEI2. Indeed, the correlations Table 7 indicate a high link on the entire sample. Only on the sample 1983-1992, the series don’t’ follow the same evolution because of the peak of the CEI2. But globally, CEI2 represents the state of the economy even correlation in 1983-1992 is small.
Table 6: Correlation between CEI2 and IPI
	Period
	Coefficient
	t-statistic

	1974-1982
	0,84
	3,79

	1983-1992
	0,0008
	0,002

	1993-2003
	0,88
	5,24

	1974-2003
	0,71
	5,24


The Leading index

As in the estimation of the CEI2, the economic activity variable is proxied by the IPI. The statistical relationship is then formulated in the form of the following reduced form equation:
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where 
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 is the growth rate of the seasonally adjusted IPI two quarters ahead, 
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 is an error term with a moving average component of order 1.  The procedure to estimate equation (10) is the same as that used to determine CEI2 and LEI1 above.
Table 7: Estimation of Leading Economic Indicators

	Dependent Variable: DIPI (2)

	Method: Least Squares

	Date: 07/22/05   Time: 06:15

	Sample (adjusted): 1974:2 2003:2

	Included observations: 117 after adjusting endpoints

	Convergence achieved after 11 iterations

	Newey-West HAC Standard Errors & Covariance (lag truncation=4)

	Backcast: 1974:1

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	DLSV
	-0.058389
	0.022191
	-2.631271
	0.0097

	DM2
	0.082828
	0.055830
	1.483563
	0.1407

	DRPI
	0.038370
	0.145390
	0.263912
	0.7923

	DFA
	0.006224
	0.017762
	0.350408
	0.7267

	MA (1)
	-0.442295
	0.088161
	-5.016916
	0.0000

	R-squared
	0.281790
	    Mean dependent var
	0.004303

	Adjusted R-squared
	0.256140
	    S.D. dependent var
	0.058996

	S.E. of regression
	0.050883
	    Akaike info criterion
	-3.076793

	Sum squared resid
	0.289973
	    Schwarz criterion
	-2.958751

	Log likelihood
	184.9924
	    Durbin-Watson stat
	2.079603

	Inverted MA Roots
	       .44


Unlike the CEI2, most of the variables in the estimation (see Table 5) are not statistically significant.  However, the fitted value and the growth of the IPI appear to be highly correlated (see Graph 15).  Hence, it seems possible to construct the index with this simplified method as done above for the more sophisticated SW. The results are given in Graph 16.

Graph 14: Estimation of LEI2: Actual, Fitted and Residual values
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Graph 15: Industrial Production and Leading Indicator 

(LEI2 lagged two quarters forward)

[image: image68.emf]40

50

60

70

80

90

100

110

1975 1980 1985 1990 1995 2000

IPI LEI2


Again the two graphs don’t have the same evolution since the leading index just shows the direction of possible changes in the economy. Graph 17 gives a better view. For the period 2000 to 2003, one can see that when the LEI2 predicts the increase in 2000:3, the same increase is realised in 2000:2 for the leading index. 
Graph 16: Prediction of the LEI2 from 2000 to 2003
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The correlations Table 9 show that the Leading Indicator has a high link on two periods. Then it predicts some evolution of the Industrial Production.

Table 8: Correlation between LEI2 and Industrial Production

	Period
	Coefficient
	t-statistic

	1974-1982
	-0,117
	-0,44

	1983-1992
	0,57
	1,84

	1993-2003
	0,35
	1,06

	1974-2003
	0,75
	5,89


An evaluation for 2004 is given in Graph 18. The LEI2 forecasts a peak in 2003:3 for GDP and it is obtained in 2004:1 implying that the prediction is realized two quarters before the event occurs. 

Graph 17: Forecast of the LEI2 two quarters forward
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Conclusion
This paper has attempted to provide a structured approach to analysing business cycles in Barbados.  The models developed are based on the single-index methodology of Stock and Watson and they gave coincident indices that dated and followed the Barbados business cycles closely. Leading indicators were also established which could be used to predict future movements in the coincident index. However, it’s possible that these indices could be improved with the availability of more highly correlated data and on using data of a higher frequency, for example, monthly.
Appendix 1: Unit Root and Cointegration Test Results for the Coincident and Leading Indicator Variables

Table 10: Augmented Dickey-Fuller Test Statistic

	Variables
	Level
	First difference

	MANU

With none and 1 lag
	0.159

(0.73)
	-16.146

(0.000)

	IPI


	-2.443

(0.132)
	-10.412

(0.000)

	RV


	-1.483

(0.538)
	-5.900

(0.000)

	RPI


	-2.231

(0.196)
	-10.239

(0.000)

	FA


	0.576

(0.988)
	-17.693

(0.000)

	LSV


	-1.433

(0.563)
	-5.036

(0.000)

	M2


	6.228

(1.000)
	-16.82

(0.000)


Numbers in brackets are the probability of the p-value

The critical test at 5% is -2.887 one sided

The critical test at 1% is -3.486 one sided

	Sample(adjusted): 1977:2 2003:4

	Included observations: 107 after adjusting endpoints

	Trend assumption: Linear deterministic trend

	Series: LGDP LIPI LMANU LRETAIL 

	Lags interval (in first differences): 1 to 12

	
	
	
	
	

	Unrestricted Cointegration Rank Test

	Hypothesized
	
	Trace
	5 Percent
	1 Percent

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Critical Value

	None **
	 0.249956
	 55.95377
	 47.21
	 54.46

	At most 1
	 0.156232
	 25.17807
	 29.68
	 35.65

	At most 2
	 0.061521
	 7.001201
	 15.41
	 20.04

	At most 3
	 0.001935
	 0.207283
	  3.76
	  6.65

	 *(**) denotes rejection of the hypothesis at the 5%(1%) level

	 Trace test indicates 1 cointegrating equation(s) at both 5% and 1% levels

	
	
	
	
	

	Hypothesized
	
	Max-Eigen
	5 Percent
	1 Percent

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Critical Value

	None *
	 0.249956
	 30.77570
	 27.07
	 32.24

	At most 1
	 0.156232
	 18.17687
	 20.97
	 25.52

	At most 2
	 0.061521
	 6.793919
	 14.07
	 18.63

	At most 3
	 0.001935
	 0.207283
	  3.76
	  6.65

	 *(**) denotes rejection of the hypothesis at the 5%(1%) level

	 Max-eigenvalue test indicates 1 cointegrating equation(s) at the 5% level

	 Max-eigenvalue test indicates no cointegration at the 1% level


Appendix 2: Kalman Filter Results

Measurement equation


[image: image71.wmf](

)

(

)

(

)

(

)

(

)

(

)

tt

tt

tt

DMANU = - 3.52  - 1.15*C + U

                     1.00  0.95

DIPI      = - 0.13  - 3.43*C + U

                   1.00  0.00

DRV     = -12.50 - 0.61*C + U

                   1.00  0.50

DD

DD

DD


State equations
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In order to find the expression of Ct, we de-normalize Yt  

For the first equation we have: 
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Appendix 3: Optimal VAR Lag and VAR Output

	Sample(adjusted): 1975:2 2003:4

	Included observations: 115 after adjusting endpoints

	Trend assumption: Quadratic deterministic trend

	Series: M2 LSV RPI FA 

	Lags interval (in first differences): 1 to 4

	
	
	
	
	

	Unrestricted Cointegration Rank Test

	Hypothesized
	
	Trace
	5 Percent
	1 Percent

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Critical Value

	None
	 0.185720
	 54.13309
	 54.64
	 61.24

	At most 1
	 0.140025
	 30.50625
	 34.55
	 40.49

	At most 2
	 0.082167
	 13.15821
	 18.17
	 23.46

	At most 3
	 0.028272
	 3.298145
	  3.74
	  6.40

	 *(**) denotes rejection of the hypothesis at the 5%(1%) level

	 Trace test indicates no cointegration at both 5% and 1% levels

	
	
	
	
	

	Hypothesized
	
	Max-Eigen
	5 Percent
	1 Percent

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Critical Value

	None
	 0.185720
	 23.62684
	 30.33
	 35.68

	At most 1
	 0.140025
	 17.34803
	 23.78
	 28.83

	At most 2
	 0.082167
	 9.860069
	 16.87
	 21.47

	At most 3
	 0.028272
	 3.298145
	  3.74
	  6.40

	 *(**) denotes rejection of the hypothesis at the 5%(1%) level

	 Max-eigenvalue test indicates no cointegration at both 5% and 1% levels

	
	
	
	
	


	VAR Lag Order Selection Criteria

	Endogenous variables: DCEI1 DFA DLSV DRPI 

	Exogenous variables: C 

	Date: 07/21/05   Time: 07:14

	Sample: 1974:1 2003:4

	Included observations: 111

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	0
	 184.8352
	NA 
	 4.52E-07
	-3.258291
	-3.160651
	-3.218681

	1
	 229.6268
	 85.54798
	 2.69E-07
	-3.777059
	-3.288856
	-3.579010

	2
	 278.5760
	 89.96060
	 1.49E-07
	-4.370738
	-3.491971
	-4.014248

	3
	 362.9570
	 148.9972
	 4.35E-08
	-5.602829
	-4.333500
	-5.087900

	4
	 407.0837
	  74.73718*
	  2.64E-08*
	 -6.109617*
	 -4.449725*
	 -5.436248*

	5
	 413.8243
	 10.93068
	 3.14E-08
	-5.942781
	-3.892325
	-5.110972

	6
	 424.8634
	 17.10562
	 3.48E-08
	-5.853395
	-3.412377
	-4.863146

	7
	 434.5413
	 14.29890
	 3.97E-08
	-5.739484
	-2.907902
	-4.590795

	8
	 445.5754
	 15.50734
	 4.45E-08
	-5.650007
	-2.427863
	-4.342879

	 * Indicates lag order selected by the criterion

	 LR: sequential modified LR test statistic (each test at 5% level)

	 FPE: Final prediction error

	 AIC: Akaike information criterion

	 SC: Schwarz information criterion

	 HQ: Hannan-Quinn information criterion
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� Note that industrial production and manufacturing value added are entered as separate indicators since manufacturing value added consists of manufacturing output and prices as well as intermediate inputs, while industrial production is manufacturing output plus other categories like electricity and mining.
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