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Abstract


Recent studies have shown that MENA countries trade “too little” both among each other and with most other regions in the world. This conclusion has been reached on the basis of a variety of models but especially gravity models. This paper attempts to explain these trade shortfalls at the aggregate level with an unusually broad and comprehensive gravity model that includes both policy and institutional factors. The model is estimated with panel data techniques based on recently assembled panel data on bilateral trade flows and the relevant explanatory variables for over 150 countries for the years 1970, 1975, 1980, 1985, 1990, 1995, 1997 and 2000. 


Two methods are used to quantify the relative importance of different factors contributing to these shortfalls in bilateral trade of MENA countries together. The first is to use the base model results to show how much difference it would make to bring the MENA region up to the EU level of each of the explanatory variables. This method assumes that the coefficients of each explanatory variable would be the same between the same for MENA countries as for full sample of countries and time periods. The second method examines the extent to which the coefficients of the various explanatory variables differ between MENA and non-MENA countries. 


The model is estimated with both fixed and random effects. Sensitivity analysis is performed and the results interpreted. Implications for policy and future research are derived.      

*Paper to be presented at the MEEA-ECOMOD Conference “Middle Eastern and North African Economies: Past Perspectives and Future Challenges” to be held at the Free University of Brussels, June 2-4, 2005

1. INTRODUCTION: PURPOSE AND METHOD

Some recent studies have differed in the whether or not MENA countries trade too little both among each other and with respect to the rest of the world. Our own studies have suggested that they trade too little, i.e., less than what would be expected on the basis of other (largely exogenous) factors. But others have claimed that the opposite is true. The first task of this paper, therefore, is to make use of the largest data set yet used for this purpose to determine whether in fact MENA trades “too little” or “too much” and if so by how much. The natural choice for such an exercise is a model of the gravity type since this model (1) is consistent with theoretical microfoundations, (2) has become the workhorse of empirical studies in international trade, and (3) is the model that has been used both by the studies concluding that MENA trades too little and by those who claim that it trades too much. 

As will be seen in Section III below, our findings verify the finding that MENA trades “too little” and does so both with other MENA countries and with countries outside the MENA region. Since much of the difference in findings has been due to variations in the extent to which various factors have been taken into consideration, we attempt to make use of an especially broad version of the gravity model. This broad version of the gravity model considers not only the traditional measures of “mass” and ‘distance” but also (1) several proxy measures of each of these dimensions, and (2) many other factors that might influence bilateral trade flows. We also allow the parameters of the model to vary over time. 

The results are then used to estimate the relative importance of different factors in explaining the revealed trade shortfall of MENA countries as a whole. Two types of explanations are examined: (1) the extent to which MENA countries as a whole have less favorable characteristics for trade (smaller mass, less favorable geographical characteristics and numerous other non-traditional characteristics like weaker governance institutions or more controls on the capital and current accounts) than other countries and (2) the extent to which the impact of these determinants of bilateral trade may differ between MENA and non-MENA countries. This is the subject of Section IV. 

From these results some implications for policy and further research are provided in Section V. In particular, from the quantitative information on the factors explaining the shortfalls in MENA trade, we hope to identify priorities among alternative policies and strategies for increasing MENA trade. In view of the fact that the MENA region is usually shown to have been lagging behind other regions in many different policy areas,
 we believe that indicating priorities among them can constitute an important first step towards effective reform and improved economic performance in the region. While there are clearly other important kinds of performance shortfalls besides trade, since trade has been closely associated with both foreign and domestic investment, total factor productivity, employment and economic growth, improved trade performance would seem like a reasonable place to start. 

2. LITERATURE REVIEW ON MENA TRADE AND THE GRAVITY MODEL 

The slow growth of trade in the region has many possible explanations and in recent years several different kinds of initiatives have been taken to increase trade. One is by participation in the trade liberalizing multilateral trade arrangements such as the Uruguay round in the 1990s and currently the Doha round. Several MENA countries have joined the WTO within the last decade. A second track has been through unilateral trade liberalization, perhaps under pressure from international donors and other institutions. A third track has been through signing trade agreements with individual countries (such as the Morocco- US free trade Agreement, the Jordan-US Trade Agreement) or with groups of countries such the trade agreements between the European Union and individual MENA countries, such as Tunisia, Jordan, Morocco, and Turkey. The fourth and thus far least developed track is with trade agreements among individual MENA countries or groups as a whole.     

Despite a large number of papers and books on such matters (see below), there still exists considerable variation in views about the relative net benefits for MENA countries of pursuing any of the above alternative trade strategies. Trade theory itself is particularly indecisive on the merits of the third and fourth strategies, since regional trading arrangements give rise to both trade creation and trade diversion effects, implying that the net welfare benefits can only be determined by careful empirical analyses. On all these points, there are substantial differences in opinions and conclusions in the literature.    

Uncertainty about the effectiveness of regional trade agreements for promoting trade and welfare derive from both the very imperfect way in which various schemes have been implemented in the past and differences in views about the relative importance of different factors that might affect the net benefits of perfectly implemented schemes. This literature points to the possibilities for welfare-reducing trade diversion of free trade agreements, especially in conditions not unlike those within the MENA region where differences in factor endowments are relatively small, tariff rates vary considerably from one country to another, trade taxes constitute a relatively large part of total government revenue, technological efficiency is relatively low and differences in wage rates are relatively small. In addition, the past experience with such arrangements, in developing countries at least, suggests that there could well be conflict-generating polarization effects, given the relatively large differences in initial levels of income, market size and policy environments of relevance to trade and competitiveness among countries in the MENA region. But the polarization effects could also apply a fortiori to FTAs or CUs with developed countries like the EU, especially given the “hub and spokes” character of EU-Med arrangements that arises from their being concluded separately with individual MENA countries rather than with groups of MENA countries. Finally, since factor movements (of both labor and capital) are rather high among countries of the region, and factor movements can substitute for trade, some feel that such flows undermine the basis for trade within the region. Some have even argued that the promotion of factor movements is a better way of achieving regional integration than trade. Even at best, many see regional trading arrangements as coming at the expense of the more advantageous broader multilateral trading arrangements (such as those within the WTO). 

A common method of modeling such issues has been computable general equilibrium (CGE) models.
 Since these models are highly dependent on many modeling assumptions and parameter estimates of unknown realism, not surprisingly different modelers have derived different conclusions about the effects of trade policy from these models. In many cases, moreover, the results derived from these models are more attributable to modeling features than to trade issues. Often the trade scenarios used in simulating such models are quite naïve and based on ad hoc assumptions about future trade patterns and alternative trade policies and strategies.
 Even if there were complete agreement on how to model trade options of a particular country, very different evaluations of these alternatives might arise depending on whether or not the model is a national model or part of a world system of national models. Since the magnitude of the research effort involved in any such study is very large, each such model is likely to be done by a different but large research team. Despite efforts to compare the results of different models, since different databases, different modeling assumptions, and different research strategies are involved, it is usually very difficult to be very clear about the source of the differences. Moreover, many of the parameter values used in CGE models are merely guesses. Even if they are estimates based on micro data sets or time series analysis, seldom is concern given to econometric issues such as possible sources of specification bias, errors in variables, identification problems, multicollinearity, etc. Moreover, as indicated above, many of the parameters that are estimated (as opposed to only assumed) are often based on single observations, e.g., an average input-output coefficient from a social accounting matrix (SAM table) for a particular (usually badly outdated) year. Despite differences in modeling assumptions and data used, for MENA countries a common finding is that trade reforms in the narrow sense (reducing tariffs and quotas) may matter little. Only with more fundamental “deep” reforms would integrating with other regions or the world be likely to have substantial effects. But these models are not very adept at analyzing deep institutional reforms.   

Another and more transparent type of model is the well-known gravity model. Indeed, for reasons given below, we believe that the gravity model offers several important advantages. In this study a gravity model is used to identify and quantify the determinants of bilateral trade flows between each pair of countries in the world at three to five year intervals over the period 1970-2000. 

While gravity models have been used for many different purposes and applied to many different products and regions, applications to the MENA region are relatively rare. One such study applying a gravity model to some countries of the MENA region is that of Ekholm et al. (1996). This study argued that the potential for trade growth both within the region, even within a more peaceful one, and with the European Union is quite small. This study computed four sets of predicted to actual export ratios (across all trade partners in the sample) for twelve MENA countries (Algeria, Egypt, Iran, Israel, Jordan, Mauritania, Morocco, Saudi Arabia, Sudan, Syria, Tunisia and Turkey). The first set was intra-regional on the basis of no integration. A second was again intra-regional but with full intra-MENA integration. The third set was for trade between MENA countries and the EU as a whole without any special trade liberalization measures and fourth for trade with EU countries but in this case assuming full integration with the EU.

For no MENA country was full intra-regional integration found to increase the predicted to actual export ratio by more than 15 percent. In most countries, moreover, the predicted to actual export ratio was below unity, indicating that intra-MENA trade was already larger than might be expected on the basis of country income, distance and various other transaction cost variables.
 The determinants of trade levels of individual MENA countries with other countries were quite different than those for intra-regional trade but the estimated effects of integration were quite small.
  

This study used a much smaller sets of countries and explanatory variables than those used in the present study
. In particular, they used cross section data for a single year (1989) for only 13 developed countries
 and 11 developing countries
, all countries that have been classified as quite open to trade, the total sample of bilateral trade observations being 469. While most of the parameter estimates were of the expected sign and magnitude and were statistically significant (at the five percent level), certain key ones were not, namely, the coefficients of common language and European Community. While these variables have been found to have had positive and significant effects on bilateral trade flows in other studies, in the Ekholm et al. (1996) study, neither of these important variables was found to have had a statistically significant effect. The small size and lack of significance of the European Community dummy variable was obviously of considerable importance since it was the coefficient used to simulate the effect of complete intra-regional integration. 

The small size of the sample, the fact that most countries in the sample were rich (either developed or high income developing countries), that EC countries make up a significant portion of the sample, could contribute to the explanation for why the integration variable is so small and insignificant compared to estimates obtained in other studies and why the intra-MENA trade values were so large relative to the values predicted from the gravity model. Moreover, other studies using more traditional Vinerian methods have been much more optimistic about the potential for increased trade in the MENA region.

Another study applying the gravity model to Arab countries, though not the broader MENA region is Al-Atrash and Yousef (2000). Although more comprehensive, this study still makes use of data for only a portion of world, 18 Arab countries and 43 other countries for the years 1995-97. The dependent variable in this case is the average value of the bilateral trade over the years 1995-97 and explanatory variables are many of the same ones used above inspired by the gravity model. By restricting the country coverage and averaging the bilateral trade flows over three years, they are better able to distinguish between zeros and missing values in the bilateral trade flows. Whereas the data set used above and based on Rose (2000) had no zero observations for bilateral trade, Al-Atrash and Yousef (2000) report that almost 15 percent of the entries in their bilateral trade matrix were indeed zero. For this reason, they employ a Tobit procedure instead of OLS used in most other studies in the estimation stage. They included in their analysis dummy variables for subregions within MENA and subregional FTAs. 

The maximum likelihood estimates obtained by Al-Atrash and Yousef (2000, Tables 4 and 5) do not suffer from the rather unfortunate choice of sample used by Ekholm et al (1996). Perhaps as a result, their results seem more plausible than those obtained by Ekholm et al (1996) and generally quite comparable to those reported here below, even though based on a far smaller sample and somewhat different specification of variables. They found the effects of membership in two existing intra-regional trade arrangements, the AMU and GCC, on bilateral trade of member countries to be negative and significant and as such very different from estimates for other FTAs. So too were those of an oil exporter and Arab country dummy variable.

Following our earlier studies Miniesy, Nugent and Yousef (2004), Miniesy (2004) and Nugent (2003) we specify a gravity model that is more general, includes additional measures than in the aforementioned studies. Instead of including only a small set of countries for a single year, neither of which may be very representative, we use the experience of virtually all countries in the world and for a number of different years taken at three to five year intervals from 1970 to 2000. 

2.1 Rationale for the Gravity Model

The use of the gravity model is especially attractive in this context because of its consistency with underlying theoretical micro-foundations,
 its demonstrated applicability to many different kinds of countries and regions, its robustness over time, and to various different specifications. According to this model, the trade flows between any pair of countries should be affected by their mass (the product of their respective GDPs) as well as by the distance between them
. The latter is because transport and transaction costs can be assumed to rise with distance. Factors such as exchange rate variability, common language, common colonial or other historical experience, common currency, free trade agreement, having a common border, the physical size of the country, and whether or not the country is landlocked, can also be included since these, too, can affect these transaction or transportation costs, and thereby also the trade flows between each pair of bilateral trade partners. 


While hypotheses concerning the importance of trade for growth have been popular for many years, they remain very controversial since the construction of tests of the impact of trade on income growth has been subject to obvious problems of simultaneity and causality. The gravity model has received considerable recent attention in this context since it permits a measure of openness to trade that is not dependent on potentially endogenous variables. Endogeneity arises because actual exports and/or imports would depend heavily on tariff rates and quotas which are certainly also variables that could depend on the level of trade flows in a political economy sense.
 To get around this long-standing problem, Frankel and Romer (1999) used a gravity model containing only exogenous variables as instruments in order to “predict” trade in relation to GDP, thereby moving GDP to the left hand side of the equation. They employed data for the year 1985 from 150 countries to estimate the parameters of the gravity model and then used the estimated parameters to predict the trade flows for that year. The results were then used as the new and improved measure of openness to be inserted into a standard cross-country model for the level of per capita GDP. Other variables included in the equation for per capita income were investment rates, population, area and in some cases other variables suggested in standard cross-country growth models. The relationship between the new and improved measure of openness and per capita income (or growth) was shown to be positive and significant.

2.2 Gravity Model Database    

Building on but extending this earlier work, our model is specified as follows:


Ln (Bilatijt) = β0 + β1 Ln GDPijt + β2 Ln GDPPCijt +  β3 Ln Distij + β4 Ln Areasij 

        + β5 LLij+ β6 Borderij +  β7 Langij + β8 Regionalijt + β10 Colonizerij 

        +  β11 Colonialij + β12 ERVijt + β13 CUijt  + α1 Gov_dsijt  + α2 CPYijt 

        + α3 CPEijt + α4 M2GDPijt + α5 LnDiffGDPPCijt + α6 OneFTAijt   


        + α7 YEARDummies + α8 MENA2+ α9 MENA2-World + α10 Current

        + α11 Capital + εijt

where i and j denotes countries, t denotes time, and the variables are defined as follows: 

Bilatijt is the nominal value of bilateral trade between i and j at time t, GDP and GDPPC are the nominal value of Gross Domestic Product (GDP) and GDP per capita, Distij is the Great Circle Distance between i and j in miles, Areas is the sum of the areas of i and j in square kilometers (hence a proxy for distance within the country to the border), LLij is a dummy variable, which is 0 if no countries are landlocked, 1 if one partner is landlocked, and 2 if both are landlocked, Borderij is a binary variable, which is 1 if i and j share a border and 0 otherwise, Langij is a binary variable, which is 1 if i and j share an official language and 0 otherwise, Regionalijt is a binary variable, which is 1 if i and j belong to a Regional Trading Agreement in year t,  Colonizerij is a binary variable, which is 1 if i and j shared the same colonizer in or after 1945, Colonialij is a binary variable, which is 1 if i colonized j or vice versa., ERVijt is the volatility of the bilateral nominal exchange rate between i and j in period t,  CUijt    is a binary variable, which is 1 if i and j use the same currency at time t, Gov_dsitj is the sum of the governance indices of i and j at t, CPYijt  is a dummy variable, which is 0 if neither partner was centrally planned at year t, 1 if only one country was, and 2 if both countries were centrally planned in year t, CPEij  is a dummy variable, which is 0 if no country was ever centrally planned, 1 if only one country was ever centrally planned, and 2 if both countries were ever centrally planned, M2GDP ijt is the product of the M2 – GDP ratios (proxies for financial deepening), DiffGDPPCijt is the absolute difference in per capita income between i and j, OneFTA is a dummy variable measure of trade diversion defined as 1 if only one of the countries is in a regional trading arrangement (and 0 otherwise), the year dummy variables are for 1975, 1980, 1985, 1990, 1995, 1997 and 2000 (1970 being the omitted variable), MENA2 is a dummy variable which is 1 when both countries are MENA2 countries ( Arab countries as defined in the Arab League in addition to Iran and Turkey) and 0 otherwise, MENA2_World is a dummy variable which is 1 when only one of the trading partners is a MENA2 country and 0 otherwise,   Current and Capital are variables coded 0 if no country has current and capital account restrictions, respectively, at time t, 1 if only one country has, and 2 if both countries have them, and εijt is the error term.

As indicated by the form of the above equation, the model is log-linear in some, but not all, of the continuous variables. Other explanatory variables are categorical ones with only two or three scores. The difference between the two sets of parameters, β and α, is that the former pertain to the standard gravity model variables while the latter pertain to the more non-standard ones, including M2GDP, DiffGDPPC, CPE, and gov_ds to capture institutional factors and several year, region and interaction terms

2.3 The Data

The trade data for well over one hundred countries
 for all years except 2000 were taken from Feenstra et al (2000).  Missing data in this source in these years as well as 2000 trade data were taken from the International Monetary Fund’s (IMF) Direction of Trade Statistics (DOTS) CD-Rom (2003).  For simplicity, as well as because the IMF’s DOTS CD-Rom has only aggregate data, we confine our attention to explaining variations in aggregate values of bilateral trade across pairs of trading partners and over time. Data on GDP, GDPPC and M2GDP were taken from the World Bank’s 2001 World Development Indicators’ (WDI’s) CD-Rom and on-line WDI 2002 (http://publications.worldbank.org/wdi). Some missing values for GDP and population were taken from the UN’s National Accounts Statistics:  Main Aggregates and Detailed Tables (85-2000). Data on Areas, LL, Border, Lang, Nation, Colonizer, Dist and Colonial, are taken from the U.S. Central Intelligence Agency’s (CIA’s) website (http://www.odci.gov/cia/publications/factbook/index.html) and in a few cases from Rose (2000). The variables Regional and OneFTA were constructed on the basis of information about the commonly recognized trade agreements obtained from the World Trade Organization’s (WTOs) website ( www.wto.org/english/tratop_e/region_e/eif_e.xls). 

Exchange rate volatility between countries i and j at time t (ERV) was calculated in the way suggested by Rose (2000) as the standard deviation of the first-difference of the monthly natural logarithm of the bilateral nominal exchange rate (using the IMF’s International Financial Statistics (IFS) Line ae) in the five years preceding the date of the bilateral trade observations. For the CU variable information on the use of a common currency by the two trading partners is taken from Rose (2000) and corrections thereof in Glick and Rose (2002). CPY and CPE were constructed on the basis of knowledge about the use of central planning in the past. In some cases, that would involve membership in CMEA. 

The data on current and capital account restrictions are taken from the IMF’s Annual Report on Exchange Arrangements and Exchange Restrictions (1986-2001). Those for 1970-1980 were taken from Rose (2000).  Those restrictions imposed for security reasons are not included in either Current or Capital.  The two variables therefore represent official actions (not related to international security) that directly affect the availability or cost of foreign exchange or impose undue delays (IMF 1986). 

The governance indicator Gov_dsi is a broad measure capturing (1) the process by which governments are selected, monitored and replaced, (2) the capacity of the government to effectively formulate and implement sound policies, and (3) the respect of citizens and the state for the institutions that govern economic and social interactions. These three dimensions of governance are operationalized on the basis of six different subindicators as suggested and constructed by Kaufmann, Kraay, and Zoido-Lobatón (2002)
 based on subjective indicators taken from the International Country Risk Guide.
 The six different indicators were combined into a single index via a principal components analysis. Since the various indicators make use of somewhat different scales, they were also standardized into a similar scale. Furthermore, since all the resulting country-specific indexes were highly correlated with GDPPC, a separate auxiliary regression of the standardized weighted governance variable of the individual countries was run on GDPPC and then the deviation between the predicted governance and the actual governance variables was used to come up with an index for each country.  Putting these together for trading partners, the governance variable (a deviated standardized weighted sum) was finally reached.

Descriptive statistics on all the variables are given in Appendix Table 1.

3. EMPIRICAL RESULTS

In Table 1 we present the results for the pooled data on bilateral trade for all countries and years (25,626 observations) for the most streamlined version of the model and without the MENA2 and MENA2_World dummy variables. The results support the expected signs of the variables and in almost all cases are statistically significant at the 1 percent level. The variables most central to the gravity model are GDP (as a measure of mass and Distance and Areas as measures of distance and therefore transport and transaction costs.  The former is positive and significant and the latter two both negative and significant. The value of the coefficient of GDP indicates that the elasticity of bilateral trade with respect to the product of the GDP of the two trading partners is slightly larger than 1. As expected landlocked (LL) has a negative and significant effect, while Border, Language, Regional, Colonizer, Colonial and CU all have positive and significant effects on bilateral trade levels. Of the less commonly included variables in the model, the difference in mean incomes of the partners has a negative but not significant effect, the dummy variables for planned economies have negative and significant effects, financial depth as measured by M2GDP has a positive and significant effect  and OneFTA a positive and significant effect, indicating that for the full sample there has been no discernible trade diversion effect of FTAs. The dummy variables for the individual years beginning in 1975 show that relative to the excluded year 1970, the levels of bilateral trade were generally lower than would have been expected after controlling for all the other variables in the model.

In Table 2 we present the corresponding results by year. The purpose of this is to detect coefficients that might have been changing over time. One can see a slight upward trend in the coefficient of GDP, counteracted by a slight decline the coefficient of per capita GDP (GDPPC). The coefficient of the landlocked dummy (LL) becomes increasingly negative over time, and there is a relatively sharp decline over time in the positive coefficient of having has a colonial relationship (Colonial), and a positive trend in the coefficient of ERV2, indicating that the harmful influence of exchange rate variability has decreased over time (perhaps due to the greater availability of futures markets for foreign exchange and additional financial instruments to deal with exchange risk). Not surprisingly also, as time from the earlier experience with central planning has lengthened, there has been a downward drift in the coefficient for CPE. 


Table 3 presents results for the pooled sample including the dummy variables for MENA2, MENA2_World in some cases with time trends. The most straightforward comparison is with those in the third column of this table in which only these dummy variables are added to the specification used in Tables 1 and 2. The comparison shows some differences. First, after controlling for these MENA dummy variables, the coefficient for GDPPC changes from negative and insignificant (Table 1) to positive and significant in Table 3. Likewise the coefficient for OneFTA falls from positive and significant in Table 1 to positive and insignificant in Table 3. However, all other coefficients remain very close to what they were in Table 1. Notably, the coefficients for both MENA2 and MENA2_world are negative and significant indicating that MENA has traded less both among each other and with respect to the rest of the world than one would have expected after controlling for all other factors. 


When additional terms involving interactions of the MENA2 and MENA2_World dummies with the year dummies some but not all of these changes are affected. Specifically the coefficient for GDPPC returns to being negative but not significant and that of ERV2 changes from positive to negative. The coefficient for CPY becomes positive and significant but that for CPE more substantially negative While the coefficients for MENA2 and MENA2_World now become positive, the interaction with year variables become negative and generally significant, indicating that for most years the net effects of these dummy variables are negative. Since in neither column (1) nor column (2) are the year dummies included separately, these interaction terms may be picking up some of the time trends in coefficients reflected in Table 2. Hence, one should be a bit curious in interpreting these results.  

Admittedly, the observed differences in trade propensities represented by the MENA2 dummies could be attributed to other factors (i.e., excluded from the model). Yet, since we have included more of these possible candidate variables than others who have made use of gravity models for this purpose and the explanatory power of the model is reasonably high, this doesn’t seem very likely.. Some such factors, of course, like tastes, may be very difficult to measure and hence to rule out in such circumstances. In particular, one might suppose that a particular country has less international trade than would be predicted on the basis of gravity model considerations because it has stronger taste for locally produced goods. Yet, since tastes are generally assumed to be functions of observable variables like per capita income, openness of the economy, and other observables, once again one could suppose that measurable variables of the type used in gravity models would at least implicitly control for differences in tastes. Although the possible influence of other excluded variables will be further investigated below, tentatively and for now at least, we conclude from this that there is evidence that MENA countries trade “too little” both among each other and with the rest of the world. 

Before going further, from the results of Table 1, we can simulate the effects of possible changes in explanatory variables. We simulate the effects of changing the values of the explanatory variables from their mean values for MENA2 to the mean values for EU countries. The results for intra-MENA trade are given in column (D) of the first set of columns and those for MENA with the rest of the world in column (D) of the second set.

From column D of the first set, it can be seen that while larger GDPs of MENA, smaller distances as represented by Distance and Areas, and more common borders (Border) would all increase intraregional trade modestly, many of the other changes in means from MENA to the EU would actually have the opposite effect. The quantitatively more significant changes would be those in gov_ds which would increase inta-MENA trade by over 36 percent, eliminating the experience with central planning (CPY and CPE) that would increase such trade by about 4 percent, and most importantly Regional that would increase it by 168.7 percent. One should recognize that the latter would be accomplished not simply by agreeing on intraregional free trade but rather also by evening the playing field in trade and other matters among members of the region and then enforcing the rules conscientiously and carefully as the EU has done. In other words, this estimate represents what could be accomplished by “deep integration” akin to what the EU has accomplished, not merely the creation on paper of a FTA as Arab countries have sometimes done in the past without full implementation.

Turning next to the results of column (D) in the second set of columns, it can be seen that the major changes would occur from changes in language (to speaking the same language as in the EU or other countries), creating a common currency area with all extra-MENA trading partners, and again reducing the negative influence of the central planning experience and increasing the governance scores of themselves and their trade partners. Naturally, several of these changes are quite impossible. For example, eliminating the lingering heritage of the experience with central planning cannot be eliminated from the history of MENA countries and some of their partners. But, one could think that introducing a maximum amount of market-friendly policies could be a reasonably good substitute. Similarly, while one cannot just physically reduce the distance between different MENA countries, something like that could be accomplished by reducing transport and transaction costs within the region.

In Tables 5 and 6, we present additional regression results for the pooled sample of countries with all the same explanatory variables included in the third column of Table 3, i.e., inclusive of MENA2 and MENA2_World, but in these cases inclusive of additional interaction terms involving these dummies and also a time trend. Again, some differences in the results emerge. As suggested by the observed time trend in GDPPC in Table 2, once its interaction with time (GDPPC_Time) as in both these tables, the coefficient of GDPPC becomes positive and significant and much larger in value than in the previous tables, but of course partly offset by the negative (and significant) interaction term (GDPPC_Time). Similarly, the introduction of Colonial-Time interaction terms in both tables (which again was suggested by the results of Table 2)  has the effect of increasing the value and significance of the Colonial dummy variable (but again offset by the negative but not significant influence of Colonial-Time). Other additions to the specifications used in both these tables are the aforementioned qualitative indicators fro the existence of (non-security-related) restrictions on the current and capital accounts of each pair of trading partners (Current and Capital, respectively).  As can be seen, in both cases these variables exert negative and significant influences on bilateral trade.  

In Table 5 we add the MENA2 interactions with some of the other explanatory variables one at a time and in Table 6 we introduce several of these at the same time. The significant ones in Table 5 are MENA2_GDPPC, MENA2_Areas, MENA2_ERV2 and MENA2_Gov_ds. The first two of these have negative coefficients and the latter two positive ones. In other words, the positive effect of GDPPC on bilateral trade is significantly lower among MENA countries than among non-MENA countries; and the negative effect of Areas is significantly greater. But on the other hand, the positive effects of Gov_ds (and surprisingly also ERV2) are significantly larger for MENA countries.

When several of these variables are introduced at the same time as in Table 6, the signs and significance of the variables are retained. What is quite remarkable, however, is that the coefficients of all other variables are quite robust to these changes in specification, again indicating that in net terms at least the effects of MENA2 and MENA2_World are negative. 

In view of the fact mentioned above that the negative coefficients estimated for MENA2 and MENA2_World could be attributable to unobserved influences that might vary between MENA and non-MENA countries such as tastes. In technical terms, there could be correlation between the MENA2 dummy variables and certain other unobserved variables which could affect the consistency of the estimates. Table 7 presents results based on specifications very much like those of Table 3 with and without the variables Current and Capital but in this case with fixed effects added. The striking result here is that the introduction of fixed effects increases that magnitude of the negative coefficients for MENA2 and MENA2_World on bilateral trade. The use of fixed effects limits the effects of the explanatory variables to those which change over time.   

� See Dasgupta, Keller and Srinivasan (2002)


� Hertel (1997) provides a rather encyclopedic description of the construction and application of CGE models to international trade and Robinson and Thierfelder (1999) a survey of the empirical literature on the application of CGE models to regional economic integration in particular.


� This is certainly not always the case. For example, Bayar, Ben-Ahmed, de Boer, Diao and Yeldan, (forthcoming) examine the effect of trade liberalization in manufactures and other sectors under two alternative scenarios about MENA. In one of these the Euro-Med agreements are carried out with no complementary integration among MENA countries and then again with trade liberalization among MENA countries.  


� Fischer (1993) was also pessimistic about the prospects of increased trade through integration within the MENA region. 


� In particular, the predicted to actual trade levels are typically much larger than unity. For a brief comparison of the Ekholm et al (1996) estimates with some others for MENA and other regions, see Havrylyshyn (1997). 


� Specifically, the explanatory variables included are the GDP’s and GDP’s per capita of each trading partner, distance, difference in mean years of schooling, the shares of primary products in total exports of both countries, common language, common border and a dummy variable for membership in the European Community.  


�  The developed countries in the sample are Austria, Belgium-Luxemburg, Canada, Finland, France, Germany, Italy, Japan, Netherlands, Norway, Sweden, United Kingdom and United States.


� These are: Brazil, Chile, Hong Kong, Israel, Korea (South) , Malaysia, Singapore, Thailand, Tunisia, Turkey and Uruguay. 


� For example, Zarrouk (1992) estimated that the elimination of tariff barriers in the MENA region would induce intra-regional trade to grow somewhere between 4 and 8 percent per annum faster over the first ten years faster than it would without such an action. See also Abed (2000) and El-Naggar (1992). 


� See for example, Anderson (1975, 1979, and 1998) and Bergstrand (1985 & 1989).


�  As noted by Rose (2000), Leamer and Levinsohn (1995, p. 1384) attribute to the gravity model “some of the clearest and most robust empirical findings in economics”. 


� In particular, if imports are very high into a particular country, that country may impose tariffs in order to avoid serious balance of payments problems. 


� The countries are listed in Appendix Table 1. 


� These are of Voice and Accountability, Political Stability, Government Effectiveness, Regulatory Quality, Rule of Law and Control of Corruption.  Data on these governance components was taken from the International Country Risk Guide (ICRG) produced by the Political Risk Services (PRS) group, where the components of the political risk index were used, which report subjective assessments of the factors influencing the business environment in the countries studied.  Several of these components were, in turn, based on additional sub-indicators. Specifically, Voice and Accountability was based on two subcomponents from ICRG data: Military in Politics and Democratic Accountability,  “Political Stability” was based on one, Internal Conflict,  “Government Effectiveness” on both Government Stability and Bureaucratic Quality;  “Regulatory Quality” on  Investment Profile, “Rule of Law” on Law and Order, and “Control of Corruption” on Corruption.  The ICRG data has two very desirable features: (1) its large sample of developed and developing countries (130+), and (2) its length of coverage over time (1982-current).  The ICRG data depends on polls of experts.  The central advantage of polls of experts is that they are explicitly designed for cross-country comparability, and great effort is put in the benchmarking process to ensure this. 





.


� While the aforementioned aspects of governance are admittedly subjective, there are several reasons for believing their use to be beneficial.  First, objective data, e.g., on corruption, is almost by definition very difficult to obtain.  Second, while a country may enjoy a set of sound institutions according to some objective standards, the confidence of residents of this country in these institutions is required if those residents are to participate in and contribute to good governance.  Thus perceptions of the quality of governance may be as important as objective differences in institutions across countries (Kaufmann, Kray, and Zoido-Lobatón 1999).  Third, subjective perceptions might have greater explanatory power for future economic outcomes than past objective data. For example, Kaufmann, Mehrez and Schmukler (1999), in the context of the East Asian financial crisis, found that investor perceptions of future financial instability had significant explanatory power for future actual volatility.  Fourth, the data are not intended to constitute absolute measure but only “indices”.  As such their aim is primarily to sort countries into broad groupings according to levels of governance and to indicate changes over time.








